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Figure 1: AIdeation, an ideation tool designed to support concept designers in exploring ideas in both breadth and depth, with
flexible iterative refinement. The figure illustrates the ideation cycle using a real-world project example from our field study,
showcasing AIdeation’s key design components. The process starts with the designer’s input and moves through the ideation
cycle: (a) Breadth by Brainstorming: AIdeation generates a variety of ideas based on the input; (b) Depth by Research: AIdeation
provides keywords extracted from the design ideas, helping the designer understand the key elements of the generated concepts.
The Designer can click on keywords to search for relevant references, enhancing their understanding of the elements; (c) Idea
Refinement: The Designer iteratively refine the idea by combining searched references or giving instructions. (d) Once the
desired result is achieved, the designer can begin a new ideation cycle using new input building on the current idea.

Abstract
Concept designers in the entertainment industry create highly de-
tailed, often imaginary environments for movies, games, and TV
shows. Their early ideation phase requires intensive research, brain-
storming, visual exploration, and combination of various design
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elements to form cohesive designs. However, existing AI tools fo-
cus on image generation from user specifications, lacking support
for the unique needs and complexity of concept designers’ work-
flows. Through a formative study with 12 professional designers,
we captured their workflows and identified key requirements for
AI-assisted ideation tools. Leveraging these insights, we developed
AIdeation to support early ideation by brainstorming design con-
cepts with flexible searching and recombination of reference images.
A user study with 16 professional designers showed that AIdeation
significantly enhanced creativity, ideation efficiency, and satisfac-
tion (all p<.01) compared to current tools and workflows. A field
study with 4 studios for 1 week provided insights into AIdeation’s
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benefits and limitations in real-world projects. After the completion
of the field study, two studios, covering films, television, and games,
have continued to use AIdeation in their commercial projects to
date, further validating AIdeation’s improvement in ideation quality
and efficiency.
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• Human-centered computing → Interactive systems and
tools; User centered design.
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1 INTRODUCTION
Concept design is the initial step in visual development within
the entertainment industry, including films, TV shows, and video
games [3, 39, 64, 73, 88, 92]. Concept designers collaborate with art
directors to visualize core ideas through initial sketches to define
the aesthetic and visual tone of the projects [92], along with detailed
character, environment, and prop design to provide blueprints for
computer graphics (CG) and set construction teams [39, 88]. For
fantasy and sci-fi settings, everything needs to be designed and
created by concept designers [3].

The concept design workflow consists of two main phases [1,
64, 73]: 1) early ideation (or blue sky) phase, where raw ideas are
researched, brainstormed, and explored, followed by the 2) final
concept phase, where approved concepts are refined with detailed
specifications for use by the production teams. Literature has de-
scribed several challenges during the early ideation phase [1, 21,
64, 102], including difficulties in finding references that align with
their creative vision [63, 64, 96] combined with extreme time con-
straints with designers being expected to deliver multiple designs
daily [21, 64, 102], resulting in limited depth of research [1, 64] and
limited unique designs incorporating diverse elements explored (i.e.
limited breadth) [64, 102, 107].

With the rapid advancement of generative AI (GenAI), con-
cept designers and studios have adopted them into their work-
flows [10, 62, 83, 90, 110]. Recent studies highlight challenges faced
by artists and designers in integrating GenAI into their workflows.
Crafting effective prompts often requires significant trial and er-
ror, as users struggle with optimal structures [71]. Additionally,
many tools lack intuitive design, posing barriers for non-technical
users [93]. GenAI’s single-step generation contrasts with the iter-
ative, reflective practices of human creativity [123], and outputs
often misalign with users’ visions, necessitating extensive fine-
tuning and post-editing [71, 110]. However, recent research in HCI
shows promise in better integrating GenAI into traditional cre-
ative workflows, such as graphic design [23, 96], animation [103],
fashion design [28, 53], and interior design [46, 111]. Motivated by

the success of these advancements, this work aims to develop a
flexible system that leverages concept designers’ domain knowl-
edge, focusing on facilitating iterative ideation and enhancing their
workflows.

We structure this work into four parts: 1) a formative study to
understand the workflow, ideation processes, and needs of concept
designers using both traditional methods and AI tools; 2) the design
and implementation of a human-AI collaborative ideation system;
3) a summative study focusing on the ideation process; and 4) a
field study in real-world commercial projects to assess its quality
and efficiency of the final design outcomes.

We conducted a formative study with 12 professional environ-
ment concept designers. Among character, prop, and environment
concept designs, we focused on environment concept design for the
scope of this paper because it typically requires the most concept
design resources and involves designing complex spatial and vi-
sual elements across both large (macro) and detailed (micro) scales.
Through in-depth interviews and workflow analyses, we examined
participants’ design processes, reference-gathering strategies, and
their use of GenAI tools. Designers often struggle to gather diverse,
relevant references, especially for unique or poorly defined topics.
Traditional search tools often do not align with the creative inten-
tions of designers or provide sufficient material to blend different
styles and themes. Additionally, generating multiple unique design
variations under tight deadlines is a major obstacle, with partici-
pants citing limited time, insufficient reference diversity, and the
extensive effort required to create complex designs. While GenAI
tools offer potential, participants noted critical limitations, includ-
ing difficulties in formulating prompts, low diversity in outputs, AI
hallucinations, lack of detailed information, and limited flexibility
for refining results. These findings highlight the need for tools that
better support concept design workflows’ iterative and exploratory
nature.

Based on our observations, we designed AIdeation to bridge
the gap between GenAI and concept design, enhancing the early
ideation phase of concept designers. The key components of AIdeation
include:

(1) Brainstorming: SupportingBreadthExploration:AIdeation
generates a wide variety of diverse design ideas based on
user input, which can be in the form of natural language, im-
ages, or both (Figure 1-a). These design ideas are presented
visually, providing an overview that helps designers quickly
grasp different directions while offering high-diversity vari-
ations for further exploration.

(2) Research: Supporting Depth Exploration: AIdeation ex-
tracts key design elements from the generated ideas and
presents them as keywords to help designers explore further
into the visual elements. These keywords also link to corre-
sponding search results, supporting the reference-gathering
process (Figure 1-b).

(3) Refining Idea: Supporting Flexible Iterative Exploration:
AIdeation allows designers to refine their ideas through an
iterative process (Figure 1-c). Users can refine their designs
by combining them with additional references or issuing
natural language instructions to adjust specific elements.
This flexibility helps designers experiment with both broad
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and focused refinements, aligning design ideas with their
creative intent while maintaining design diversity.

To evaluate AIdeation, we conducted a summative study focus-
ing on the ideation process and a field study to examine its impact
in real-world settings and the final design outcomes. The summa-
tive study employed a within-subjects design with 16 professional
environment concept designers, using their original workflow as
the baseline. The study simulated real-world tasks where designers
were assigned topics involving both exterior and interior scenes.
Findings showed that participants significantly preferred AIdeation
for enhancing creativity (p = 0.001), found it more efficient for
generating diverse ideas (p = 0.003) while maintaining comparable
quality, and reported higher satisfaction (p = 0.005) and enjoyment
(p = 0.005) with AIdeation.

For the field study, we collaborated with 4 design studios and 8
professional environment concept designers, who used AIdeation
as part of their ongoing commercial projects for one week. All
studios reported improved creativity, with 3 reporting improved
efficiency and quality. After the completion of the field study, 2
studios have continued using AIdeation for commercial projects to
date.

In summary, our key contributions are as follows:
• An in-depth understanding of concept designers’ workflows
in the early ideation stage and how AI design tools are cur-
rently used in practice.

• The design and implementation of a system, AIdeation, that
allows concept artists to rapidly explore creative ideas through
a flexible, iterative approach. Designedwith a human-centered
AI process, it addresses key barriers to GenAI adoption, in-
cluding AI factual accuracy and lack of transparency/creative
control.

• Empirical evidence that AIdeation improves creativity, satis-
faction, and efficiency of concept artists’ workflow through:
1) a comparative study with 16 professional concept design-
ers; 2) a field deployment to production use in 4 studios; and
3) continued usage to date by two studios after the comple-
tion of the field study.

2 RELATEDWORK
We aim to integrate GenAI into the ideation process of concept de-
signers and enhance their workflows. To achieve this, we reviewed
related work in three key areas: (1) ideation within the design pro-
cess, (2) GenAI tools that support visual exploration and ideation
for designers, and (3) human-centered approaches for integrating
AI into workflows.

2.1 Idea Exploration Process of Designers
Like many other creative professionals, concept designers engage
in an iterative process throughout their ideation workflows [2]. The
process starts with divergent thinking, where the designer explores
various possibilities and generates diverse ideas without the burden
of constraints [47, 59, 68, 115, 117]. During this stage, designers con-
duct intensive visual exploration [24, 40], accumulate a collection of
references [116], and organize in reference boards [33]. This visual
process encourages designers to absorb visual elements, inspiring
their future designs [66]. Similarly to concept design, in some other

design fields, such as architecture [78], product design [9], and inter-
active design [81], not only do these fields rely on visual references,
but they also require extensive research to gather factual knowl-
edge and data. A previous study highlights research methodologies
tailored for designers, emphasizing the potential of integrating
research into the iterative creative process [30]. Both visual ex-
ploration and research serve as core sources of inspiration [34],
fostering innovation and preventing design fixation [7, 27].

Once a variety of ideas are generated, convergent thinking helps
designers identify the most effective solution [52]. During this
phase, designers utilize the resources collected earlier to sketch the
evolving idea on paper [49, 65, 114]. They continuously evaluate
and iteratively refine their ideas, explore different aesthetics, and
ensure clear communication with stakeholders until a satisfactory
result is achieved [55, 97, 99].

Numerous studies have proposed frameworks based on similar
concepts to support the iterative process, such as the Wizard of Oz
approach [32] and Muse [77]. AIdeation integrates these insights
to enhance concept designers’ design process, supporting flexible
divergent and convergent thinking while bridging designers with
the latest GenAI tools that preserve the core elements of creativity
and exploration.

2.2 GenAI as a Catalyst for Visual Exploration
and Ideation

With the advancement of GenAI tools, many design domains have
already integrated them into creative processes [62, 83]. Design-
ers and artists extensively use general image generation tools to
transform text prompts into visuals [36, 86]. However, these tools
are not specifically adapted to designers’ creative process [10, 110].
Recent research has increasingly focused on enhancing user expe-
rience with image-generation tools. Reprompt [112] automatically
refines the text prompts for the generated images. Promptify [11],
PromptCharm [113] and DesignPrompt [82] introduce interactive
prompt refinement to improve text-to-image generation workflows.
IntentTuner [120] combines fine-tuning and generation functional-
ities to support a flexible workflow for text-to-image generation.
StyleFactory [125] facilitates style alignment in image creation.
DreamSheets [4] enables users to explore the relationship between
input prompts and image outputs through a spreadsheet interface.
Collectively, these tools reduce the burden on designers to craft
intricate prompts and help generate visuals that better align with
their intentions.

Additionally, recent research explores the potential of GenAI
by closely examining designers’ needs during the ideation pro-
cess. Researchers designed systems and user interfaces specifically
to address the challenges they face. For visual exploration, Gen-
Query [96] addresses the challenge of reference search by support-
ing expressive visual searches and enabling iterative refinement
of image-based queries. CreativeConnect [23] streamlines the tra-
ditionally time-consuming process of recombining references by
providing automated suggestion options. C2Ideas [46] assisted in-
terior designers in generating color schemes aligned with user
intentions. For ideation, DesignAID [12] and MuseTree1 combat
creative blocks by using large language models (LLM) to deliver
1MuseTree, https://www.asus.com/proart/software-solutions/musetree/
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diverse prompts and generate visuals. These systems effectively in-
tegrate GenAI to address specific challenges in traditional ideation
processes across various domains.

Recent works have explored new possibilities for human-AI col-
laboration in creativity. A study found AI can foster novel communi-
cation, with designers curating and refining generated images [22].
Optimuse [124] aligns with designers’ nonlinear creative processes
and proposes a human-AI co-design framework that supports it-
erative idea exploration and flexible communication. COFI [85]
advocates for AI systems that balance divergent and convergent
process, and calls for expanding AI’s creative roles beyond genera-
tion and evaluation to include conceptual exploration. These works
mentioned above provide valuable insights to integrate GenAI into
the creative process, such as optimizing user experience, design-
ing tools to address specific challenges, and exploring models of
human-AI collaboration.

2.3 Human-Centered AI for Workflow Support
With advancements in AI, human-centered AI (HCAI) has emerged
as a crucial approach to enhance human abilities by fostering collab-
oration between humans and AI systems. It emphasizes a symbiotic
relationship where AI tools enhance human capabilities and stream-
line workflows in various domains [94, 108, 118]. In alignment with
user needs, these systems amplify human expertise while ensur-
ing transparency and explainability, helping users understand the
decisions and limitations of AI [35, 60]. Through effective commu-
nication, iterative feedback, and user control, these systems create
dynamic collaborations to enhance workflows [45, 91, 105].

Recent research has applied these principles across various fields.
In the creative industry, researchers have delved deeply into do-
main knowledge and workflows of different design disciplines,
crafting systems thoughtfully tailored to align with user work-
flows [5, 61, 74]. For example, RoomDreaming [111] generates pho-
torealistic interior design alternatives and enables the user to clearly
understand and iteratively refine their options, allowing designers
to work collaboratively with their clients. MemoVis [20] enables
feedback providers to create companion reference images for 3D de-
signs with real-time viewpoints, democratizing actionable feedback
regardless of 3D expertise. Both works reduce the communication
time between clients and designers. PlantoGraphy [50] integrates
iterative design processes into landscape rendering, offering users
control and flexibility to better align with their unique workflows.
Keyframer [103] uses a natural language interface to make motion
design intuitive and accessible, fostering a feedback loop that al-
lows animators to explore and refine ideas with creative autonomy.
In addition to these works, researchers have developed GenAI sys-
tems for fashion [53], UX and industrial design [106], and 3D scene
design [79]. These works enhance design workflows by leveraging
GenAI to reduce repetitive tasks, providing intuitive user interfaces
that foster system understanding and enabling precise control to
refine design outputs.

Research beyond the design field also offers valuable insights for
developing human-centered AI systems. In medicine, NaviPath [51]
uses AI models to simplify the navigation of high-resolution tu-
mor images, aligning with pathologists’ workflows by enabling
smooth transitions between low to high magnifications. It allows

customization of AI recommendations and provides clear explana-
tions, enhancing user engagement and improving overall accuracy.
In aviation, the AI Support System for Pilots’ Decision-Making Pro-
cess [37] highlights the importance of transparent feedback loops,
enabling pilots to understand AI recommendations. Its real-time
guidance and customization enhance decision-making, safety, and
efficiency, especially under information overload. Both approaches
emphasize user control and refining AI contributions to effectively
augment human expertise.

While many studies demonstrate how GenAI can enhance cre-
ative processes and design workflows, no tool fully addresses the
complexities of concept designers’ workflows. Concept design re-
quires specialized support throughout the iterative process, from
research and brainstorming to refining ideas. These threads of work
offer valuable inspiration for developing AIdeation, paving the way
for a solution tailored to the unique needs of concept designers.

3 BACKGROUND: WORKFLOW OF THE
ENTERTAINMENT INDUSTRY AND
CONCEPT DESIGNERS

The entertainment industry’s production process, whether for films,
TV shows, or video games, transforms creative ideas into final
products through a series of four stages: 1) development, where
the initial concept and creative direction are set; 2) pre-production,
involving detailed planning and preparation; 3) production, where
the main content is created; and 4) post-production, which includes
editing, enhancing, and polishing of the final product [39, 64, 75,
95, 98].

Concept designers are pivotal across the first three stages, par-
ticularly in the pre-production stage. During development, concept
designers collaborate with art directors/clients to visualize core
ideas through initial sketches and designs to define the project’s
aesthetic and visual tone [92]. During pre-production, they design
scenes, characters, environments, and props to provide blueprints
for computer graphics (CG) and set construction teams [39, 88].
During production, their work ensures consistency as concepts are
translated into tangible assets [64, 73]. Figure 2 shows actual exam-
ples of concept designs that led to their final products in several
well-known movies and games.

Concept designers undertake the majority of their work in pre-
production stage, with the workflow consisting of the following two
phases [1, 41, 64, 73]:

(1) Early ideation (or blue sky) phase:
This phase focuses on brainstorming and exploring initial
ideas. Designers research the topic, perform visual searches,
brainstorm ideas, and create preliminary sketches to propose
creative options for feedback from art directors or clients. If
they are not satisfied with the results, designers iterate the
process until the direction of the concept is approved.

(2) Final concept phase: Once initial concepts are approved,
designers refine the sketches into detailed and polished de-
signs. They enhance chosen concepts with depth, texture,
and fine details to align with the project’s vision. Approved
final designs serve as comprehensive guides for the produc-
tion teams, which are realized through 3D modeling or set
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Figure 2: The figure showcases designs from concept to final product, including four well-known projects: (a) a scene from Star
Wars, (b) characters from DC Comics (Harley Quinn, the Joker, and the Penguin), (c) a prop from Mad Max: Fury Road, and (d) a
creature from Genshin Impact. This demonstrates the critical role of concept designers in shaping the creative vision from the
earliest production stages to the final product

construction. The designer may provide ongoing support to
ensure consistency throughout production [88].

This work focuses on the early ideation phase, establishing the
project’s creative vision and shaping its direction, style, and coher-
ence [3, 73, 102]. This stage demands intensive creativity and is
often seen as the most exciting part of the workflow [41, 84].

In the early ideation phase, concept designers receive a design
specification briefing from the art director or client, which includes
a project description, keyframe scene details, and a set of relevant
references [102]. Designers analyze the brief to identify its core
elements and potential design directions (Figure 3-a), then begin
the ideation cycle. The cycle starts with research, where designers
study the subject, gather information, explore visuals, and collect
image references to develop a comprehensive understanding (Fig-
ure 3-b) [41]. This step ensures that future designs are coherent,
such as maintaining historical accuracy, aligning with the period’s
style, or achieving mechanical and structural feasibility. With suffi-
cient references and information, designers move to brainstorming,
where they list design elements and create rough sketches with
multiple variations (Figure 3-c) [58]. Research and brainstorming
often intertwine as designers refine ideas while gathering refer-
ences or seeking new material when generating fresh concepts.
This iterative process helps designers gradually develop and refine
their designs. After several ideation cycles, designers complete a
small set of ideas they find most suitable (typically one to five),
polishing the sketches and organizing the corresponding references
into cohesive design ideas (Figure 3-d). These finalized ideas are
then presented to the art directors or clients for feedback [102].
Designers may repeat multiple ideation cycles until the art direc-
tors or clients are satisfied with the direction of the concept. Once
approved, the process transitions to the final concept phase (Figure
3-e).

4 FORMATIVE STUDY
We conducted a formative study to gain deeper insights into current
concept designers’ workflows and the challenges they face using
traditional and AI-based ideation tools.

4.1 Participants
We recruited 22 professional environment concept designers (15
males, 7 females; ages 23 to 45) across three studies. Each partici-
pant was assigned a unique ID. Participants were recruited through
personal referrals and directly contacting studios by email to re-
quest collaboration. Detailed participant information, including
their participation in each study, is provided in Table 1. We will
highlight the relevant details of the participants in each study.

In the formative study, we worked with 12 environment concept
designers (P1-P12) from various industries, including Animation
(P1, P4, P6, P8-P9), Game (P5, P10-P11), Art Outsourcing (P3, P12),
and Freelancing (P2), with 3 to 15 years of experience (mean = 7.7,
SD = 4.6). Participation in the study was voluntary, and uncompen-
sated.

4.2 Study Procedure
Each participant took part in a 1-2 hour interview covering three
main topics: 1) Their typical designworkflow, 2) Past design projects,
and 3) Current AI tool usage. We asked participants to prepare three
specific projects: their most recent project, a typical project, and the
most challenging project in their work experience. For each project,
we explored the design task, the procedures they followed, and
their overall approach. This included discussing the use of design
tools, methods for research and brainstorming, reference materials
collected for various design elements, presentation of sketches to
directors or clients, and the challenges encountered throughout the
process.
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Figure 3: A typical workflow for an environment concept designer begins with receiving the design specification from the art
director or client. The designer then (a) determines a potential design direction and enters the iterative ideation cycle, which
includes (b) researching based on the task, and (c) brainstorming innovative ideas. Once some suitable design ideas are formed,
(d) both sketches and references are presented to art directors or clients for feedback. Upon approval, (e) they refine the sketch
into a polished, detailed design, which is then shared with other teams, such as the CG team.

ID Years of Experience Industry Formative Summative Field Study
1 3 Animation, Films, TV shows ✓ ✓ ✓

2 4 Freelancing ✓ ✓

3 7 Art Outsourcing ✓ ✓ ✓

4 3 Animation, Films, TV shows ✓ ✓

5 3 Game ✓ ✓ ✓

6 5 Animation, Films, TV shows ✓ ✓

7 3 Game ✓

8 8 Animation, Films, TV shows ✓

9 12 Animation, Films, TV shows ✓

10 15 Game ✓

11 13 Game ✓

12 14 Art Outsourcing ✓

13 5 Art Outsourcing ✓ ✓

14 8 Game ✓

15 12 Game ✓

16 3 Animation, Films, TV shows ✓ ✓

17 2 Animation, Films, TV shows ✓ ✓

18 2 Animation, Films, TV shows ✓ ✓

19 1 Animation, Films, TV shows ✓

20 1 Animation, Films, TV shows ✓

21 5 Freelancing ✓

22 11 Game ✓ ✓

Table 1: Demographic Details of Participants
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4.3 Findings
To analyze the data, we organized and summarized the transcribed
interview recordings, and one of the authors, with prior experience
as a professional concept designer, developed a coding framework
to identify key themes for thematic analysis. Two art directors re-
viewed the coding framework from an animation studio and an
art-outsourcing studio, each managing 15 and 40 concept design-
ers, respectively. Thematic analysis was discussed collaboratively
among a team of three people to ensure consensus and validity.
This process revealed patterns in concept designers’ research and
brainstorming workflows, the purposes of the references they gath-
ered, and the challenges they faced with traditional and AI design
tools.

4.3.1 Challenges during researching. Our participants employed
a variety of tools during their research. They used search engines
like Google2 to gather information and chatbots like ChatGPT3
to explore topics in depth. For initial visual exploration and ref-
erence gathering, they relied on online platforms such as Pinter-
est4, portfolio websites like Artstation5, and image databases like
Shutterstock6. Most participants mentioned that this process is
straightforward when the briefing is clear, and the themes are fa-
miliar, like “cyberpunk streets” (P1) or “Japanese shrines” (P3). How-
ever, when specifications were vague, or the topic was less com-
mon—a frequent challenge in environment concept design—they
reported greater difficulty in finding relevant information and ref-
erences. These observations align with findings from previous lit-
erature [41, 64, 102, 107].

This challenge usually arises from two main issues. First, de-
signers often struggle to find search queries and references that
align with their design intentions. “The client asked me to design
an internet world for a celebrity, showcasing her popularity. I spent
half a day trying keywords like ‘digital world,’ ‘internet world,’ and
‘matrix world’ on Pinterest, but found nothing suitable” (P1). “Often,
I remember having seen a similar reference before, but now I don’t
know how to find it” (P2). Second, traditional search tools often
fail to provide sufficient references for unique design topics. One
participant noted, “I was asked to design a Grand Mayan market and
a Mayan ballcourt, 80% based on history. I couldn’t find any relevant
design work, and the references on Pinterest were fragmented and
lacked useful information” (P4). Another added, “We frequently get
tasks that require blending different styles and themes, but it’s hard
to find similar concept art online” (P3).

4.3.2 Challenges during brainstorming. Concept designers often
need to create 3–5 design variations per environment, a task that
becomes challenging for uncommon designs [64]. Most participants
noted they typically have only “half ” (P6) to “one” (P12) day for
idea exploration, leaving little time for deeper creative develop-
ment. “I need to reserve the entire afternoon for sketching, leaving
only the morning for research and exploring different possibilities”
(P4). Designers rely on visual exploration for inspiration, but time
constraints and the challenges outlined in the previous section
2Google, www.google.com
3ChatGPT, https://chatgpt.com/
4Pinterest, www.pinterest.com
5Artstation, https://www.artstation.com/
6Shutterstock, https://www.shutterstock.com/

often limit their access to diverse references, restricting creative
ideas and exploration. For example, “I was asked to design an Aztec
village with three variations, but the architectural references I found
on Pinterest all looked quite similar. With a tight schedule, the final
designs I proposed ended up being somewhat alike” (P9).

Designers spend significant effort in creating design variations,
especially for complex design specifications. “A recent project in-
volved designing a Chinese Steampunk world with realistic and plau-
sible designs. With no existing references, I spent an entire day just
sketching one building” (P12). Generating innovative designs or inte-
grating unique elements into a cohesive vision is another common
challenge. “I often spend a great deal of time contemplating what
elements to add to enhance the richness of the scene” (P5). Also, they
often have to try multiple combinations of design elements from ref-
erences to create a suitable outcome. As one participant explained,
“I often fill an entire A3 canvas with sketches to explore various possi-
ble design combinations” (P2). Furthermore, within the same project,
designers are usually tasked with creating multiple scenes within
a shared setting, such as “creating various architectures and their
interiors within the same game environment”(P3).

4.3.3 Problems with current AI design tools. To address these chal-
lenges in traditional workflows, many studios and designers have
started integrating GenAI into their processes [10, 62, 90, 110]. In
our study, all participants had experience using AI design tools,
with 9 of them already integrating these tools into their workflow.
The AI tools used included Midjourney7, Stable Diffusion8, DALL-
E9, and more advanced systems like Comfy UI [26]. However, we
found no consistent usage patterns. 6 participants (P1, P3-P4, P8,
P11-12) primarily used these tools for image generation, formulat-
ing prompts based on concrete ideas and modifying them if the
results did not align with their vision. Only 3 participants (P5, P9,
P10) used the tools for ideation, providing simple inputs to explore
topics. We identified several reasons why current AI design tools
are not yet effective ideation tools for concept designers.

Most AI design tools, like Stable Diffusion and Midjourney, rely
on text-based prompts that often require complex inputs, such as
multiple keywords or lengthy descriptions [71]. This contrasts with
designers’ typical workflow, which starts with simple keyword
searches on platforms like Pinterest and progresses to image-based
exploration. “As a concept designer, I don’t want to spend time crafting
precise prompts” (P2). Additionally, crafting a suitable prompt often
requires a clear idea in advance, making it difficult to use during
the initial ideation. “We usually use this tool to generate images only
when we already have a clear idea in mind” (P3). Many participants
noted they struggled to create prompts that generated the desired
outcomes. “I tried modifying the prompt in MidJourney several times,
but I still couldn’t get what I wanted” (P6). Furthermore, most image-
generation AI tools struggle to produce diverse results from similar
input, limiting their usefulness for breadth idea exploration. “I have
to re-craft the prompt to get something noticeably different” (P9). “I
feel like everything the AI generates looks pretty much the same every
time, similar compositions, styles, and often stereotypical elements”
(P1).

7MidJourney, https://www.midjourney.com/
8StableDiffusion, https://stablediffusionweb.com/
9Dall-E, https://openai.com/index/dall-e-3/
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Concept designers require grounded and accurate information to
support their designs. However, AI hallucinations pose a significant
barrier, discouraging designers from adopting AI tools. “I usually
avoid using AI-generated images as reference pictures because relying
on incorrect content could lead to even worse outcomes” (P6). Addi-
tionally, AI design tools often do not provide enough information
in the generated outputs. A common issue is the lack of detail, par-
ticularly in the structure of objects, making it difficult for designers
to identify visual elements for further reference. As one participant
noted, “The content generated by AI is usually only useful to me
as a mood reference because the details are often a complete mess”
(P3). Although some tools offer detailed prompts based on simple
inputs, they can be challenging to interpret, such as “AI-generated
images often include some interesting elements, but I don’t know what
they are. As a result, I can’t incorporate them into my design” (P1).
Moreover, the generated images often do not align accurately with
the prompts, “AI-generated images often include additional elements
that are not specified in the prompt” (P10).

The iterative process is key to achieving a great design for con-
cept designers [41]. However, AI design tools often lack the control
and flexibility needed to refine output after generation. As one
participant noted, “I only wanted to change the style of one build-
ing, but the entire image ended up changing” (P12). Another shared,
“The generated results often make me question how my changes to
the prompt are actually affecting the outcome” (P3). Moreover, the
lack of detailed information accompanying AI-generated images
hinders further ideation, “The AI-generated images contain many
visual elements, but without information about them, I don’t know
how to modify or adjust them” (P5).

These factors combined make current AI image-generation tools
difficult to use for visual idea exploration and challenging to inte-
grate into a concept designer’s workflow.

4.3.4 Type of references collected for environment concept design.
Environment concept designers gather diverse reference sets tai-
lored to specific tasks, each serving different purposes. Designers
also have unique ways of sourcing and organizing references. To
understand these patterns, we analyzed reference frequency and
collaborated with designers, identifying the following categories:

• Hero (or Main) Reference: These references closely reflect
the designer’s creative intent, aligning with the design theme
and serving as a guide for establishing the overall mood,
shapes, and composition of the design (Figure 4-a).

• Detailed Supporting Reference: These references pro-
vide specific detailed contents that support the design of the
project. Typically, photographs provide specific details, such
as mechanical structures or architectural features, offering
accuracy and reliability for refining intricate design aspects
(Figure 4-b).

• Miscellaneous Reference: Designers often collect refer-
ences like lighting, atmosphere, art style, color palette, com-
position, and shot angle to enhance their designs based on
project needs. These references, guided by the project’s goals
or the designer’s vision, are not always essential and are cat-
egorized as Miscellaneous References. (Figure 4-c).

4.4 Design Goals
Based on our findings, we proposed three design goals to better
support concept designers during the ideation stage:

• DG1: Breadth exploration: To help designers efficiently
explore a wide range of ideas and gain a comprehensive
understanding of the design topic, the system should sup-
port the brainstorming of various ideas using input methods
that align with their workflow. This could include allowing
users to input natural language instructions, such as task
specifications, or directly upload relevant references.

• DG2: Depth exploration: The system should offer detailed
information and references to help designers refine and ex-
pand their design solutions while deepening their under-
standing of both the generated ideas and the design task.
Moreover, the provided information should align with the
designers’ usual reference-gathering practices.

• DG3: Flexible iterative exploration: The system should
allow users to refine design ideas while maintaining control
easily. It should support the efficient exploration of variations
on the same theme to ensure consistency and creative flow.
Designers should be able to narrow or expand the design
space as needed, enhancing the creative process.

5 SYSTEM & IMPLEMENTATION
We propose AIdeation, a system that integrates multiple generative
models to enhance concept designers’ early ideation phase. Un-
like existing tools, AIdeation combines the strengths of traditional
and AI-driven approaches, streamlining the process by unifying
research, brainstorming, and design idea refinement into a cohesive,
iterative workflow.

5.1 System Components
AIdeation’s key design aligns closely with the system’s design goals:
Breadth exploration through brainstorming, Depth exploration via
Research, and Flexible iterative exploration through Refining De-
sign Ideas. To illustrate how AIdeation supports the early ideation
phase for concept designers, we present a real-world design task
from one of our users, who was tasked with creating game environ-
ments for a horror game set in traditional Taiwanese apartments.

5.1.1 Brainstorming: Supporting breadth exploration. After receiv-
ing the design specification, the designer inputs the instruction
into AIdeation: "Design a living room scene for a horror game
set in an old Taiwanese apartment." AIdeation generates 8 distinct
design ideas, each featuring various elements accurately aligned
with the specification. In our design, the ideas are described across
six key design elements: Theme, Contents, Art Style, Lighting and
Atmosphere, Color Palette, and Shot Angle. These categories are
derived from observations in our formative study. We use "Theme"
to represent the main reference, as designers normally base their
primary searches on the central theme of the design task. "Content"
covers detailed references for objects and elements within the scene.
The other categories were selected based on the references most
frequently used by concept designers. Composition was excluded
due to current AI limitations. These categories were later reviewed
by the same art directors mentioned in Section 4.
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Figure 4: Based on our formative study, concept designers categorize references into three types: (a) Hero (or Main) References:
These align closely with the designer’s creative vision, conveying the overall story, mood, or design, and are crucial for guiding
the project. (b) Detailed Supporting References: These provide specific details, like structure or texture, helping designers
accurately implement finer aspects of the design. (c) Miscellaneous References: These cover a range of purposes, including
lighting, atmosphere, and color palette, supporting various design elements.

The ideas are presented as generated images in an ideas overview
panel (Figure 5-a), offering a clear visual summary of each design
and its key components, which can serve as potential hero refer-
ences. This approach directly addresses challenges identified in the
formative study, enabling designers to efficiently grasp the design
topic while exploring a diverse range of visuals that align with the
design specification and can be incorporated into their creative
process.

5.1.2 Research: Supporting depth exploration. After selecting a de-
sign idea of interest (Figure 5-a1), the designer is directed to the
idea detail panel (Figure 5-b), which provides in-depth information
about the chosen idea. The left-side information bar displays key
elements of the generated image extracted as keywords (Figure
5-b1), organized into 6 categories corresponding to the design idea
description. In the "Content" category, elements are further divided
into subcategories like "Central Focus" and "Background" due to the
volume of information. This structure helps the designer clearly un-
derstand the composition of the design and easily identify specific
elements in the generated image.

The idea detail panel also allows users to explore supporting
references by clicking on relevant keywords. When a keyword is se-
lected, corresponding search results are displayed in the same panel
(Figure 5-b2), giving access to additional information and detailed
references. Combined with diverse outputs from brainstorming,
these features provide users with a broader array of ideas and infor-
mation, facilitating deeper exploration and a more comprehensive
understanding of the design topic and generated concepts.

5.1.3 Refining idea: Supporting flexible iterative exploration. Fol-
lowing this, AIdeation allows designers to refine the selected design

idea using the detailed information provided through a flexible iter-
ative approach—either by combining it with additional references
or refining it through specific instructions (Figure 5-b3). These op-
tions enable users to either expand their exploration or narrow and
focus their design scope, depending on their creative needs.

After identifying a reference of interest based on the selected
keyword (Figure 5-b2), the designer can combine it with the current
idea to generate 5 new design variations. Figure 5-b illustrates
the result of combining a previous design idea with a selected
reference (Figure 5-b4). AIdeation adjusts the original design, such
as transforming the style of the sofa to match the selected reference,
demonstrating how the design scope can be refined. Conversely, if
the reference is less related to the original elements, the new design
will be more diverse, offering additional creative possibilities.

For the "refine by instruction" feature, once the designer identi-
fies specific elements in the current design, they can use natural
language to instruct AIdeation on what to change. These refine-
ments can be based on AIdeation’s provided information or the
designer’s creative vision. The system then generates 5 new designs
that incorporate the user’s instructions, maintaining the essence of
the original idea while introducing diversity.

5.1.4 Next ideation cycle for exploration. AIdeation enables users to
begin the next brainstorming cycle seamlessly based on the current
design idea (Figure 5-b3, "Explore More"). This feature meets the
need for designers to create related tasks based on an existing
environment, as noted by participants in the formative study. For
example, the designer could input “design a kitchen based on this”
using the design idea from Figure 5-b, efficiently expanding on the
current concept.
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Figure 5: The main interface of AIdeation includes (a) the Ideas Overview Panel, displaying all brainstormed design ideas as
images with titles based on user input. Users can select an idea to view in (b) the Idea Detail Panel, which provides detailed
information on the selected idea. (b1) The left sidebar lists key elements extracted from the idea, categorized into six groups as
keywords. Users can select a keyword to view related search results in (b2). (b3) The right panel allows users to refine the idea
by combining it with references or by instruction. (b4) Below the current idea, its origin is shown; in this case, the idea was
generated by combining "Idea 4" and a colorful sofa.
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Figure 6: Technical pipeline of AIdeation: (a) The user’s input image is captioned by a vision model and processed by Idea
Generation GPT, which integrates instructions and creative score to generate design ideas description. This idea is then
converted into keywords, and DALL-E 3 generates an image with the idea description. (b) User-selected keywords initiate a Bing
Image Search, returning a set of relevant images. When the user wants to refine the idea, (c) a selected reference is captioned by
a vision model and processed by Combine Reference GPT, merging it with the original idea to create modified designs based on
the creative score. (d) In contrast, AIdeation also supports refining ideas by instruction. The original idea and user instructions
are processed by Refine by Instruction GPT, along with the creative score, to generate additional refined ideas.

5.2 Technical Implementation
5.2.1 Brainstorming and research. AIdeation accepts both textual
instructions and image inputs. As shown in Figure 6-a, when an
image is provided, it is first processed by the GPT-4o Vision model,
which generates an image caption. Then, we use Idea Generation
GPT—a specially prompted LLM (GPT-4o-2024-05-13 as the base
model)—designed for generating environment concept design de-
scriptions (see prompt in Appendix C). The instruction, image cap-
tion (if applicable), and creative score are then passed into the LLM.
Based on the user’s input, the model generates multiple design
ideas in parallel. Each idea was assigned a creative score, ranging
from 0 to 1, to reflect the diversity of the outputs. A higher creative
score prompts Idea Generation GPT to produce more innovative
design descriptions. The output format is detailed in Section 5.1.1.

Each generated idea is processed in two ways: 1) important in-
formation is extracted as keywords using a prompted Keyword
Extraction GPT (see Appendix D) and displayed in the idea detail
panel, and 2) the idea is input into an image generation model to cre-
ate an image, which is shown in the ideas overview panel. For this
work, we used DALL-E 3 as the image generation model due to its

ability to interpret natural language prompts, understand complex
instructions, and generate corresponding images 10. The images
are produced at a resolution of 1792x1024, suitable for environment
concept design. The entire generation process takes approximately
30 seconds, or around 40 seconds on average when an image is
included as input.

In the Idea Detail Panel, when a keyword is selected from the
left-side information bar, it is sent to the backend, where the Bing
Image Search API 11 retrieves a batch of 50 images (Figure 6-b).
Scrolling to the end of the page triggers an additional batch of
images.

5.2.2 Refining idea and next ideation cycle for exploration. When a
user selects a reference to combine with the current design idea, the
reference is processed through the GPT-4o Vision model to generate
image captions (Figure 6-c). The selected keyword, image caption,
creative score (following the same distribution as brainstorming),
and the current design description are then input into the Combine

10Dall-E, https://openai.com/index/dall-e-3/
11Bing Image Search API, https://www.microsoft.com/en-us/bing/apis/bing-image-
search-api
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Reference GPT (see Appendix E). This GPT modifies the design
description by incorporating details from the reference image based
on the selected keyword. For example, in Figure 5-b4, the keyword
"Weathered Vintage Sofa" updates the corresponding section of the
original design idea with the sofa’s style from the reference image. If
the reference is less related to the current design elements, the GPT
will make broader adjustments, incorporating the reference while
modifying other parts of the description. The level of modification
is influenced by the creative score—higher scores result in more
significant changes and diverse combinations, offering both control
and variety.

Figure 6-d illustrates the technical process of the "Refine by
Instruction" feature. Like the brainstorming and reference combi-
nation processes, the prompted "Refine by Instruction GPT" (see
Appendix F) uses the user’s instruction, creative score, and current
design description as inputs. The GPT adjusts the design based on
the instruction, with the creative score determining the extent of
changes and creativity. The modified design descriptions follow the
same format, allowing for later keyword extraction and image gen-
eration, just like in the brainstorming process. Both Idea Refinement
process takes a similar amount of time as Brainstorming.

For the Next Ideation Cycle for Exploration, the process follows
the same structure as the brainstorming phase, with the key differ-
ence being that image captioning is replaced by the current design
idea description.

6 SUMMATIVE STUDY
Our summative study examines the effectiveness of a creativity
support tool in enhancing designers’ early ideation workflows and
fostering their creative processes. Rather than evaluating the quality
of final design outputs, the study focuses on how AIdeation sup-
ports the workflow compared to designers’ existing processes. We
conducted a within-subject comparative study with 16 professional
environment concept designers, focusing on three key aspects:

• A1: Support for the Ideation Process
• A2: Quality and Efficiency of Ideation
• A3: Workflow Support at Each Stage

Given the diversity of concept designers’ workflows, we set the
baseline to each participant’s preferred existing workflow. Partici-
pants were free to use any of their current methods, such as image
databases, search engines, and AI design tools like Midjourney or
DALL-E 3, or a combination of these. For those with no prior ex-
perience using AI design tools, we provided access to ChatGPT-4
with DALL-E 3 and a brief tutorial, as AIdeation is also based on
DALL-E 3. Participants could then decide whether to incorporate
this into their process.

6.1 Study Design
6.1.1 Procedure. The study lasted 2 to 2.5 hours, beginning with a
10-minute briefing. Participants completed a 30-minute design task
under each condition, with each task preceded by a 10-minute prac-
tice session. They also received a 10-minute tutorial on AIdeation.
To minimize bias from prior experience, participants were briefed
on key differences between AIdeation and other AI tools, such
as its use of natural language inputs instead of prompts and its

more limited styling options. After each task, participants took a 10-
minute break. Both the conditions and design topics were counter-
balanced. After both tasks, participants completed a questionnaire
and a 20-30 minute post-study interview. They were compensated
approximately 34 USD.

6.1.2 Task overview. Participants completed a design task that repli-
cated their ideation workflow using both the baseline method and
AIdeation. For each condition, participants were assigned an en-
vironment concept design topic and instructed to gather at least
three sets of references for interior and exterior designs using the
widely used PureRef reference board 12. The design topics were: 1)
a Mayan Observatory and Planetarium with an observation hall
featuring a dome, and 2) a Tibetan Meditation Research Center
with a main research hall. Both tasks required blending traditional
and contemporary architectural styles, a common challenge in real-
world projects. Participants were asked to follow their ideation
process, including research and brainstorming, ensuring that the
selected references would suit future designs and client presenta-
tions, thereby simulating real-world constraints. Each reference set
is needed to represent a distinct ideation result, including at least
one main reference supported by detailed references.

6.1.3 Pilot study and refinements. Initially, we designed a 40-minute
task, which also included a sketching stage after the research and
brainstorming stages. We piloted this design with two professional
concept designers, but neither was able to complete the tasks, re-
porting feeling "extremely stressed" as such tasks typically require
a full day. Additionally, sketching diverted their focus from explor-
ing the AIdeation system, despite it being the primary focus of the
study. Based on these findings, we excluded sketching from the final
study design. The revised tasks and design topics were reviewed
and validated by three art directors from animation, game, and art
outsourcing studios, who confirmed that using references alone to
communicate with clients is a common practice, especially under
time constraints.

6.1.4 Measurements. The questionnaire focused on comparing
the support provided by each condition for the ideation process
and different workflow stages. Participants rated their preferences
across various aspects. For the ideation process, they evaluated
breadth and depth of exploration support, flexibility in idea explo-
ration, efficiency in generating diverse ideas, quality of ideas, and
creativity enhancement. For example, we asked the participants
about their preferences using questions such as, “Which system
allows you to generate a variety of design ideas more efficiently?” For
workflow support, they compared the systems on information col-
lection efficiency, reference-gathering efficiency, the usefulness of
collected references, and which system better supported the visual
presentation of ideas. Additionally, participants provided feedback
on their overall satisfaction and enjoyment while also comparing
task difficulty and efficiency between the two conditions. The full
questionnaire can be found in Appendix A. All responses were
measured using a 7-point Likert scale, where 7 indicated a strong
preference for AIdeation, and 1 indicated a preference for their
original workflow. For questions related to efficiency, participants
were asked to disregard image generation time. This measurement
12Pureref, https://www.pureref.com/
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approach aligns with previous findings on preference elicitation,
emphasizing the importance of task sensitivity and granularity in
capturing meaningful differences between options [38]. Specifically,
using comparative questions enhances sensitivity to utility differ-
ences, while choosing a 7-point scale balances granularity and inter-
pretability for moderate differences in preferences. A one-sample
Wilcoxon signed-rank test was performed to evaluate whether re-
sponses differed significantly from the neutral midpoint (4). This
non-parametric test is appropriate for analyzing the ordinal data
collected through the 7-point Likert scale questionnaire, as it does
not assume a normal distribution and is well-suited for assessing
central tendency differences in ordinal data [25]. By testing whether
the median response significantly deviates from the neutral point,
this approach effectively determines whether participants exhib-
ited a systematic preference for one condition over the other. This
methodology is supported by previous research on the suitability
of nonparametric tests for ordinal data and preference-based mea-
sures [14, 87, 100] and is consistent with previous studies employing
similar analytical frameworks [18].

In the in-depth interview, we first explored participants’ atti-
tudes toward AI-generated images, prior experience with AI design
tools, typical ideation strategies, and how they approached the
task using AIdeation. We then focused on how their experience
with AIdeation differed from their original workflow, particularly
in terms of the ideation process and overall workflow. For example,
we asked participants to compare their experiences when searching
for references using two different approaches. Additionally, we re-
quested that they explain the reasoning behind their questionnaire
ratings. For instance, they were asked to elaborate on why they
preferred AIdeation for better efficiency. The interview concluded
with discussions on their favorite AIdeation features, suggestions
for improvements, and how they might integrate AIdeation into
their workflow. The detailed interview questions can be found in
Appendix B. The interview data were analyzed similarly to the
formative study. Three researchers summarized the transcribed
recordings, and a former concept designer on the team identified
key themes for thematic analysis. The findings were then reviewed
and discussed among the researchers to ensure consensus.

6.1.5 Evaluation approach. We adopted a self-report approach,
aligning with prior research in the HCI and creativity communi-
ties [69, 80, 89, 96]. Participants provided feedback based on their ex-
periences, evaluating AIdeation across key dimensions as a creativ-
ity support tool. For the ideation results, participants self-assessed
which method provided better support for idea quality and effi-
ciency during the tasks. Given the difficulty of directly comparing
outputs between two conditions (collected references), external
expert evaluation was not conducted. Instead, participants were
asked during interviews to explain their questionnaire ratings in
detail, providing qualitative insights into their experiences. To com-
plement this, we later conducted a field study to assess AIdeation’s
impact on real-world projects, focusing on idea quality, quantity,
and creativity.

6.1.6 Participants. We recruited 16 professional environment con-
cept designers from various industries and five studios, including
animation (P1, P4, P6, P16-P20), game (P5, P14-P15, P22), art out-
sourcing (P3, P13), and freelancing (P2, P21). 6 participants (P1-P6)

had also participated in the earlier formative study. Participants had
between 1 and 12 years of professional concept design experience
(M = 4.6, SD = 3.2).

7 RESULTS & FINDINGS
7.1 A1: Supporting Ideation Process
In this section, we first address our key aspects using the infor-
mation collected from the study. Following that, we will report
additional notable qualitative findings based on our observations.

7.1.1 Breadth, depth, and flexibility of idea exploration . Figure
7-a shows that participants preferred AIdeation for breadth (Mean
= 5.19, p = 0.014), depth (Mean = 5.00, p = 0.033), and flexibility
(Mean = 4.93, p = 0.046) in idea exploration, with 69% expressing
a preference for AIdeation in terms of both breadth and depth.
Participants mentioned: “The randomization provided by AIdeation
offers a lot of possibilities” (P19). and “The additional references,
combined with my existing ideas, really expanded my design space”
(P21). Most participants found AIdeation offered better diversity
than their original tools with the same input (P1, P3, P5, P13, P15-
P16, P19, P21-P22). “Compared to MidJourney, AIdeation provided
much more diversity, and I didn’t even need to think of a prompt”
(P16). “Each iteration offered significant variation, helping me break
out of my usual direction and explore new ideas” (P4). However, some
participants noted limitations in atmospheric or stylistic diversity
(P2, P6, P20). “I feel like when I input ’Mayan Architecture,’ the system
often gave me stereotypical results” (P2). “I always get a similar style
from AI images” (P6).

Regarding the depth of exploration, five participants noted that
they could efficiently narrow down their design focuswithAIdeation
(P3, P18, P20-P22). “Compared to the design ideas I find on Artstation
or Pinterest, which cannot be modified, I can use AIdeation to refine
the idea” (P21). Three participants also mentioned that AIdeation
accurately provided detailed information and references that helped
in further design work (P3, P5, P18). “AIdeation offers so much in-
formation that would normally take a lot of time to gather from
different platforms” (P18). However, two participants mentioned
that AIdeation lacked image-to-image search functionality, which
prevented them from obtaining similar images and restricted deeper
exploration (P1, P6).

Finally, 56% of the participants preferred the flexibility of ex-
ploration with AIdeation. Most suggested that AIdeation was easy
to use and its functionality helped them access diverse design ele-
ments (P1, P14-P15, P16-P18, P22). However, three users found it
challenging to achieve their desired results with AIdeation due to
the lack of detailed control (P1, P2, P6). “The layout kept changing
when I combined references or refined by instructions, but I wanted to
keep that layout” (P2). “I just wanted to adjust the atmosphere of the
image, but I couldn’t do that with this system” (P6).

7.1.2 Creativity. Compared to their original workflow, participants
significantly preferred AIdeation to enhance creativity (Figure 7
-a, Mean = 5.56, p = 0.001), with 81% expressing a preference for it.
Many users noted that AIdeation provided unexpected brainstorm-
ing results (P1, P13-P18, P21-P22). Several participants appreciated
the keywords provided by AIdeation, mentioning that they could
simply refer to the detail information bar for inspiration (P1, P4-P5,
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Figure 7: The distribution of user preference for baseline vs. AIdeation: (a) Preference rating on a 7-point Likert scale for idea
Exploration; (b) Overall preference for Satisfaction, Enjoyment, Task Difficulty, and Task Efficiency

P13-P14). Furthermore, combining their original design ideas with
the additional reference introduced different ways of thinking (P1,
P4, P14, P17, P21-P22). As one participant mentioned, “The system
combined different styles and content in various ways, which gave
me a lot of inspiration” (P21). Another added, “Combining diverse or
uncommon elements sparked new ideas” (P1).

7.1.3 Overall satisfaction, task efficiency, and difficulty. Figure 7-b
shows the distribution of the overall satisfaction, enjoyment, and
preferences of participants regarding task difficulty and efficiency.
The participants significantly preferred AIdeation in terms of over-
all satisfaction (Mean = 5.19, p = 0.005) and enjoyment (Mean = 5.19,
p = 0.005), with 75% and 69% expressing a preference, respectively.
“The system is really easy to use, compared with other AI tools I used
before” (P16). “I really enjoy seeing the result of combination, each
time I was surprised by unexpected results” (P1). Results also sug-
gest that participants significantly preferred AIdeation for reducing
task difficulty (Mean = 5.19, p = 0.005). Participants explained that
AIdeation allowed them to work without thinking too much (P3,
P16, P18) and provided well-organized and relevant information
that would normally take more time to gather using their original
workflow (P1, P4-P5, P19), such as “Those keywords truly helped me
quickly find a variety of reference materials” (P4).

However, the results for task efficiency were mixed. Despite be-
ing asked to ignore image generation time, some participants who
preferred their baseline workflow noted that waiting for results in
AIdeation took longer compared to browsing visuals continuously
on Pinterest (P1, P17-P19). Additionally, three participants barely
completed their tasks because they spent most of their time try-
ing to achieve an exact match to their idea but were unsuccessful
(P2,P6, P18). One participant who preferred the baseline for both
satisfaction and efficiency mentioned, “I kept modifying the prompt
but couldn’t get the result I wanted, which was frustrating” (P6).

In summary, compared to their original workflow, AIdeation
improved the creativity of participants and provided better support
for both breadth and depth of exploration with improved flexibility.
In general, the participants reported greater satisfaction and enjoy-
ment with AIdeation and significantly reduced the difficulty of the
task.

7.2 A2: Quality and Efficiency of Ideation
Figure 8 shows the distribution of the participants’ preferences for
various aspects of the ideation process. The results indicate that the
participants significantly preferred AIdeation to efficiently generate
a variety of design ideas (Mean = 5.44, p = 0.003) while maintaining
a quality similar to their original workflow (Mean = 4.31, p = 0.41).
75% of participants preferred AIdeation for its efficiency in assisting
with design idea generation.

Most participants noted that AIdeation quickly offered a wide
range of diverse design elements that aligned with the topic (P1,
P13-P16, P18, P21- P22). “In my original workflow, I need to first
think of keywords to search on Pinterest. Even if I find an interesting
design, it’s hard to extract key information from the image. AIdeation,
however, provides plenty of ideas with well-organized information”
(P22). “In MidJourney, I have to come up with the idea first, but
AIdeation already presents many ideas” (P14).

Half of the participants noted that AIdeation significantly re-
duced the time needed to combine two design elements (P1, P3-P5,
P13, P18, P21-P22). “Before, I had to manually combine two design
elements, and if the result wasn’t ideal, the time was wasted. With
AIdeation, I can instantly combine elements with some level of control,
saving me a lot of time” (P13). Additionally, most users took advan-
tage of AIdeation’s "explore more" functionality to quickly generate
interior design ideas based on their selected exterior design ideas.
Most suggested that this feature significantly helped them obtain
diverse interior results without starting the process from scratch
(P1, P3, P15-P16, P18, P20, P22). “The ability to generate images in
this narrative-driven way is truly a groundbreaking innovation” (P18).
“This will be very useful if I need to design multiple rooms within the
same building” (P13).

Regarding ideation quality, some participants noted that their
original workflow with Pinterest often yielded more diverse and
unexpected design elements, leading to fresh ideas. In contrast,
AIdeation tended to offer more relevant design elements (P2, P6).
Other participants who preferred the baseline or remained neutral
noted that they could achieve similar or better quality using their
original workflow (P6, P13, P18, P20). “The AI-generated images are
very different from what I have in mind. If it were a real photo, the
quality would be better, and the details would be more accurate” (P6).
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Figure 8: The distribution of user preference for baseline vs. AIdeation: Preference rating on a 7-point Likert scale for Quality
and Efficiency of Ideation

In summary, the participants consideredAIdeation to have helped
them generate more diverse design ideas while maintaining quality
similar to their original workflow.

7.3 A3: Workflow Support at Each Stage
7.3.1 Support for research, reference gathering and visual presen-
tation. As shown in Figure 9, participants significantly preferred
AIdeation for efficiently gathering information for the design task
(Mean = 5.25, p = 0.009), with 81% expressing a preference. Many
found that AIdeation helped them quickly understand the design
topic (P1-P3, P15-P17, P19, P21-P22). One participant noted, “Nor-
mally, we spend hours researching complex topics without existing
references, but AIdeation provided a whole package of concepts and in-
formation instantly, saving a lot of time” (P3). Participants mentioned
that the keywords and detailed supporting references provided by
AIdeation for each design idea helped them quickly obtain the in-
formation needed to develop their designs. “Even if the AI-generated
image didn’t fit my needs, I could use the keywords provided by the
system to find a lot of useful information” (P5). “I don’t need to come
up with keywords or read through a lot of text when using AIdeation”
(P13).

The participants also significantly preferred AIdeation to bet-
ter visually present the design idea (Figure 9, Mean = 5.31, p =
0.004), with 69% expressing preference. “Usually, I have to sketch
multiple design versions because no reference fits my needs. But with
AIdeation, I can select elements from several generated images and
directly present my idea to the client” (P3). However, there was no
significant preference regarding the efficiency of gathering refer-
ences or the usefulness of references with AIdeation. Participants
who preferred the baseline stated that “Even though AIdeation pro-
vides accurate references, the overall quantity is much less compared
to my original workflow (Pinterest)” (P1).

7.3.2 Integrating AIdeation into workflow. At the end of the study,
we asked the participants if and how they would use AIdeation in
their real-world projects. Most of the participants indicated that
they would use AIdeation immediately after receiving design spec-
ifications to explore different concepts (P1-P6, P13-P16, P18-P22).
Several noted that AIdeation is more efficient and user-friendly
then other AI tools (P1, P13-P14, P18, P21-P22). Three participants
found it particularly useful for initiating new designs based on

existing concepts (P3, P5, P15). Many suggested using AIdeation’s
output to communicate more effectively with directors or clients,
thereby significantly increasing efficiency (P3-P5, P13, P16-P17,
P21-P22). Additionally, two users mentioned potential applications
for photobashing with AIdeation’s outputs (P15, P20).

In summary, the participants found AIdeation to be more effi-
cient in collecting relevant information and visually presenting
the ideation results. While some preferred traditional methods for
sourcing references, most considered AIdeation’s suggestions valu-
able for ideation. Additionally, it showed the potential to streamline
workflows and enhance client communication.

7.4 Qualitative Findings on AIdeation Usage
7.4.1 Impact of intuitive vs. Analytical usage on AIdeation. Partici-
pants who intuitively engaged inAIdeation and freely experimented
achieved better results than those who overanalyzed the process.
Those who quickly iterated without perfecting the prompts gen-
erated more diverse and creative outputs, while participants who
spent excessive time refining the inputs produced fewer results and
found the tool less efficient. For example, P5 embraced a simple
and iterative approach, generating 16 hero references in 4 ideation
cycles with 10 refinements, aligning well with her creative vision. In
contrast, P2 spent considerable time crafting inputs and struggled
with unsatisfactory outputs, completing 8 cycles with 4 refinements
but only 6 hero references, ultimately perceiving the tool as less
effective.

7.4.2 Controllability of AIdeation. AIdeation received polarized
opinions regarding its controllability. On the positive side, many
participants were impressed with the degree to which the tool
understood their intentions, especially when combining references
and refining with instruction. (P3-P5, P13, P15, P20) “For me, ease of
use is the most important factor for an AI tool. AIdeation met that goal
and was able to capture the key points I wanted” (P15). “Combining
references allows me to control specific parts and choose what to merge,
which is extremely helpful” (P19). However, some participants had
contrasting experiences. “I wanted to keep the material but change
the layout from square to round, and after trying several times, it still
didn’t work” (P18). Interestingly, some participants appreciated the
lower level of controllability. "Each generated idea had significant
variation, and I could extract different elements from them" (P16).
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Figure 9: The distribution of user preference for baseline vs. AIdeation: Preference rating on a 7-point Likert scale for Workflow
Support

7.4.3 Expectations toward AIdeation and their effect. Users’ ex-
pectations toward AIdeation strongly influenced their experience.
When seen mainly as an image generation tool—a common per-
ception in our study—users often produced less diverse results,
focusing on precise prompts and modifications (see Section 7.4.1).
This mindset, common among users familiar with other AI design
tools, emphasizes control and exact results. As one participant
noted, “With AI, I expect a complete design. Unlike Pinterest, where I
look for elements, AI images seem finished, so I feel the need to tweak
them for clients” (P18). This approach can limit opportunities, as
users may overlook valuable design elements. In contrast, treating
AIdeation like browsing Pinterest encourages the discovery and
integration of new ideas, enriching the creative process.

8 FIELD STUDY
After the summative study, we conducted a week-long field study
across four studios to evaluate howAIdeation supported production
projects in terms of quality, creativity, and efficiency, particularly
with external assessment and validation by directors and clients.
We also examined how AIdeation integrated into the design pro-
cess, influenced the creative workflow, and addressed challenges or
limitations encountered in real-world project settings.

8.1 Participants: Studios and Designers
We recruited 8 participants across 4 studios (S1-S4) from the summa-
tive study, as their familiarity with AIdeationmade themwell-suited
to integrate AIdeation into their commercial projects. To control
for selection bias, these participants had an average satisfaction
score of 5.25, closely aligned with the overall mean score of 5.19
from the summative study.

S1 (P1, P16-P18) is a visual effects (VFX) studio focusing on
designing environments for animation, films, TV shows, and adver-
tisements; S2 (P3, P13) is an art outsourcing studio; S3 (P22) is an
AAA game studio; and S4 (P5) is a game studio known for creating
side-scrolling Metroidvania games, a subgenre of action-adventure

and platformer games that are known for their non-linear explo-
ration and progression. The professional concept design experience
of the participants ranged from 2 to 11 years (mean = 4.5, SD = 2.9),
similar to that experienced with an average of 4.6 years from the
summative study.

8.2 Study Procedure and Evaluation
We deployed the same AIdeation system from the summative study
on AWS (Amazon Web Services) EC2, assigning each studio its own
EC2 instance. We asked designers to incorporate AIdeation into
their current projects, emphasizing its use during early ideation
alongside other design tools.We used a combination of diary studies
and interviews to explore participants’ experiences with AIdeation.
Participants documented their workflows, including how they used
the tool, the ideas they selected, their iteration processes, and the
progression from initial input to final results.

We then conducted 30-minute online interviews in which partic-
ipants assessed how AIdeation impacted their design outcomes and
efficiency. The participants estimated the time typically required
for the project based on previous experience and compared it with
the actual time spent using AIdeation. Participants also reported
on directors’ and clients’ feedback on the results. Additionally, they
shared how AIdeation supported their projects, highlighted new
insights gained during its use in real-world projects, and identi-
fied areas for improvement. Although the studios shared the final
production results with the authors as part of the field study, they
withheld permission for us to publish them due to NDAs and unre-
leased games.

8.3 Results and Findings
Table 2 presents background information on the project each studio
was working on and how they utilized AIdeation in their current
project (where cycles are defined as starting a new input or using
the "explore more" feature). The four studios collectively generated
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Studio ID Field Task Type AIdeation Usage % Other Tools Used Env. Ideas Gen. Cycles Ideas Used
1 Animation, Films, TV shows Environment Design 40% Pinterest, Midjourney 3 93 14 14
2 Art Outsourcing Matte Painting 100% None 1 105 10 5
3 Game Visual Development 80% Pinterest 3 652 45 28
4 Game Environment Design 90% Pinterest 5 242 29 23

Table 2: Summary of the 4 studios’ usage of AIdeation: studio’s field, project tasks, usage of AIdeation among all tools used,
number of environment design tasks, total ideas generated, total ideation cycles, and the number of ideas generated by AIdeation
that were used in the final output of the designers.

Studio ID Actual Time (AIdeation) Estimated Time (Original) Time Difference Time Difference (%)
1 1.5 Working Days 2 Working Days -0.5 Working Days -25%
2 5 Hours 4 Hours +1 Hour +25%
3 2 Working Days 5 Working Days -3 Working Days -60%
4 6 Working Days 14 Working Days -8 Working Days -57%

Table 3: Comparison of concept design time using AIdeation (actual) vs. the same designs using existing workflow (estimated).

1,092 ideas across 98 cycles, ultimately selecting 60 ideas, which
contributed to the design of 12 environments in total.

8.3.1 Design efficiency, quality, and creativity. Table 3 compares
the estimated time for their original workflows with the actual
time spent using AIdeation. Both S3 and S4 reported significant
efficiency improvements, with time spent reduced from 5 days
to 2 days and 14 days to 6 days, respectively. Both participants
emphasized that AIdeation helped them identify a design direction,
particularly when they were unsure how to begin working from
the provided design specifications. “(AIdeation) Can quickly provide
multiple directions for our team to explore and develop”(S4). However,
S2 experienced a slight decrease in efficiency, they stated that “The
client didn’t seem to favor the artistic style generated by AIdeation,
and the image generation process was somewhat time-consuming.”

S1, S3, and S4 reported that AIdeation significantly enhanced
the quality of their final designs. All three noted that AIdeation en-
riched their designs with a variety of elements. Figure 10 presents a
comparison between the results generated by AIdeation and DALL-
E 3 in ChatGPT, using the same input provided by a participant in
the field study (S3). According to the participant, AIdeation results
demonstrated significantly greater diversity and richness in design.
The S1 project leader stated: “The generated images might not always
have the exact level of detail I needed, but I was able to extract many
useful design elements.” The participant from S4 shared that when
directors saw the scenes she created using AIdeation, they were
“strikingly impressed.”

All the studios agreed that AIdeation boosted the creativity of
their final design. “I couldn’t stop exploring new concepts. Every
iteration sparked an eagerness to try something I hadn’t thought of
before” (S3). “There were often some great unexpected outcomes that
we ended up incorporating into our designs” (S2).

Some participants also discovered uses beyond our expecta-
tions. For instance, participants from S1 used AIdeation to gen-
erate unique patterns, which they found difficult to source online,
and incorporated them into their designs. The participant from
S4 suggested that sometimes, simply uploading an image without
providing any prompts could still generate quite good ideas.

8.3.2 Challenges. Participants also reported some issues. Users
from S1 and S2 mentioned the styling and aesthetics problems. “The

generated scenes were consistently symmetrical. This limited their
ability to present the outputs effectively to clients, as the composition
and layout lacked variation” (S1).

Participants desired greater controllability, noting that AIdeation
lacked a gradual generation feature. “Sometimes I just wanted to
remove one element from the idea or adjust the composition, but the
whole image changed” (S4). “AIdeation tended to generate overly
complex designs in the initial cycle, I needed to include instructions
to simplify the designs” (S3). A user from S1 suggested adding the
Inpainting functionality for more detailed control.

8.4 Case Studies
We selected two cases to discuss both negative and positive feedback
in depth: S2 showed limitations of AIdeation and opporunities for
improvement, while S4 demonstrated significant improvements in
quality, efficiency, and creativity.

8.4.1 Case study #1 - Large mountainous environment scenes (S2).
Two environment concept designers were tasked with creating a
mountain scene featuring a narrow path winding upward to a mas-
sive rocky summit. The final design would be used as a poster and
web page background. For this project, the designers had previously
used MidJourney’s output to communicate with their clients and
switched to using AIdeation exclusively for the field study. Start-
ing with the client’s specifications and styling keywords, they first
picked 25 ideas from 10 cycles and ultimately selected 5 images
for the client to confirm the design direction. The client chose 2
images as the main reference points, which the designers then used
to draft the final result. Figure 11-a shows examples of generated
images and selected ones.

While the designers reported that AIdeation improved the ideation
process for them, their client strongly preferred the aesthetic qual-
ities and depth rendering of MidJourney over Dall-E, which was
used by AIdeation. In terms of working time, the designers exceeded
their initial 4-hour estimate by one hour, unlike other projects that
reported significant time savings. A key factor was that this project
had clear and detailed design specifications from the client, mak-
ing ideation a smaller part of the task. Most of the time was spent
generating images that accurately aligned with the client’s design
requirements and aesthetic preferences.
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Figure 10: A comparison between the initial outputs from (a) AIdeation and (b) DALL-E 3 on ChatGPT, using the same input
provided by Field Study Participant S3, revealed notable differences. The participant observed that AIdeation produced designs
with significantly greater diversity and richness compared to those generated by DALL-E 3 on ChatGPT.

8.4.2 Case study #2 - Metroidvania game environment design (S4).
The designer used AIdeation to create three key game scenes and
the backgrounds for two secondary scenes, which will be directly
incorporated into the final game. We selected the most interesting
case from the key scenes: a steel bridge scene. The designer started
with a rough concept from another game scene and was tasked with
designing a steel bridge in the same style. The bridge’s structure
needed to be both complex and coherent. Before using AIdeation,
she had spent two days experimenting with various approaches
but could not create a satisfactory design.

With AIdeation, she input the reference concept design with
brief instructions. After the initial generation and only two itera-
tions of "refining by instruction", she obtained the design elements
she needed to realize her creative vision (Figure 11-b). For other
tasks, she followed the same process, completing her designs and
the art director was “strikingly impressed.” The designer reported:
“With a tight deadline for an upcoming game update and complex
design tasks, I was prepared to work overtime for two weeks. Thanks
to AIdeation providing multiple design solutions and many design
elements, I managed to work overtime for just one week” (S4).

In this case, the designer was tasked with creating complex
scenes featuring intricate structures while adhering to a specific
style, a process that typically demands extensive research, brain-
storming, and finding suitable references.

8.5 Continued Usage in Production beyond the
Field Study

We are excited to share that after the end of the field study, Studios
1 and 4 have continued to use AIdeation in production to date. For
example, in one of Studio 1’s projects, it iterated 35 cycles and 221
ideas to create 6 scenes in 2 weeks, saving approximately 40% of the
time while significantly enhancing quality, especially with intricate
patterns and textures. In one of Studio 4’s projects, it iterated 69
cycles and 590 ideas to create 22 scenes in 6 weeks. While time
savings couldn’t be measured due to a fixed deadline, the quality

of their outputs greatly exceeded previous work, “The team leader
was amazed by the quality of my work over the past 1.5 months.”
remarked by the participant from S4.

9 DISCUSSION, LIMITATIONS, AND FUTURE
WORK

9.1 Addressing Barriers to Adoption:
Transparency, Accuracy, and User
Perceptions in AI Design Tools

A significant proportion of designers and artists exhibit resistance
to the adoption of GenAI tools [54, 57]. Although concerns such
as copyright and other factors discussed previously play a role, an-
other critical reason for this reluctance is the lack of transparency
in these systems [93, 123]. Without a clear understanding of the
underlying actions of the system, users struggle to control and com-
municate with it effectively, ultimately reducing acceptance and
adoption [8, 105]. To address this, prior work has explored enhanc-
ing interpretability and user control through multi-modal feedback
and visualization. XCreation [119] integrates an entity-relation
graph to visually map picture elements and their relationships,
making generative structures more transparent. In product design,
PhotoDreamer [121] allows designers to prototype with physical
materials while AI interprets their inputs, providing clear feedback
on how designs evolve. And AutoSpark [17] enables fine-grained
comparisons to improve text-image relevance.

On the other hand, AIdeation is specifically designed to meet the
needs of concept designers by breaking down brainstorming results
into visuals and categorized keywords, helping designers quickly
grasp key attributes. Building on this understanding, AIdeation
enables designers to fine-tune elements precisely. At each step, it
eliminates the traditional need for designers to spend excessive
time interpreting generated images or manually crafting and mod-
ifying complex prompts, while still preserving high-level control
over design directions. As one participant noted: “Compared to other
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Figure 11: The workflow and results of using AIdeation on real-world projects from two designers in two studios (S4 and S2)
are as follows: (a) The designer (S4) was tasked with creating a functional steel bridge based on an existing concept design.
After just two idea refinements, the designer achieved the desired result, supporting the detailed structure design that she
had already spent two days conceptualizing; (b) The designer was tasked with creating a mountain scene matte painting for a
webpage background. After 10 cycles of ideation, they selected five results to present to the client. However, the entire process
took an hour longer than their original workflow estimate.

image-generation tools I’ve used before, I can clearly see what to do
next, making it much more efficient to achieve the desired outcome”
(P14). By enhancing AI transparency and control of creative direc-
tions, AI design tools would improve engagement, foster human-AI
collaboration, and improve user satisfaction, as proposed by human-
centered AI design principles [94].

Hallucination is another critical concern in GenAI, Hegazy et
al.[44] identified potential issues with using GenAI in architectural
design, such as a lack of consideration for structural feasibility and
inconsistencies in generated outcomes. Similarly, concept designers
rely heavily on factual, real-world information[72, 76], distinguish-
ing them from other design disciplines. Both formative and sum-
mative studies revealed that designers hesitate to adopt AI tools
due to fears of receiving inaccurate output, compounded by a gen-
eral preference to avoid over-reliance on others’ designs. As one
participant (P2) explained: “I mainly use photos as references and
avoid concept art since, despite looking good, it may lack thorough,
factual research. AI-generated images have the same problem.” While
prior work in architectural design explores pre-trained models and
ControlNet [122] to improve accuracy [16], these methods are un-
suitable for concept design due to its broader scope. To mitigate
this problem, AIdeation integrates non-AI image search to provide
real-world reference images, supporting the design elements of its
generated ideas and aligning with designers’ existing workflow for
reference gathering. This approach significantly increased design-
ers’ willingness to engage with the tool. As another participant

(P15) noted, “Although I still don’t like AI-generated images, the
keywords and references are very useful.” These findings, coupled
with our observations in Section 7.4.3, highlight the substantial
impact of user attitudes and expectations on their experience with
AI systems, a conclusion supported by recent research [56].

These issues also extend to other domains. While GenAI is pow-
erful, designers need to identify and address the root causes of
possible negative attitudes toward it. A user-centered approach is
helpful in identifying the root causes, making it possible to design
strategies to specifically address each of users’ concerns, incorpo-
rating both GenAI and traditional approaches as needed.

9.2 Implication for GenAI in Iterative Ideation
Unlike existing AI tools commonly used by concept designers,
which typically follow a linear, one-step solution, AIdeation adopts
a nonlinear and iterative approach that aligns more closely with
designers’ ideation processes. This design philosophy is similar to
frameworks such as OptiMuse [124] and DesignGPT [31], recogniz-
ing iteration as a fundamental aspect of the design process [2], and
many prior work has incorporated this principles [43, 46]. At dif-
ferent stages of the design process, designers may require varying
levels of divergent and convergent thinking, along with cognitive
processes that balance exploring both breadth and depth. [42, 104].
Tools such as RoomDreaming used sliders to control the diversity
of visual outputs [111], while GenQuery employs visual search and
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image combination techniques to dynamically shift focus [96]. In
contrast, AIdeation organizes the functionality into modular compo-
nents, where designers can switch between based on their current
needs, providing the flexibility to adapt to different phases of the
creative process. These concepts apply to most creative processes.
Future work could explore how GenAI can support different stages
of ideation across various creative domains while allowing users to
seamlessly switch between them.

During interviews, many designers highlighted that AIdeation
was significantly easier to control and communicate with com-
pared to other AI tools they had used. One participant noted, “I
feel that AIdeation can effectively understand how I wish to modify
the current idea” (P6). This observation highlights the importance
of systems that understand user intentions and support clear and
effective communication. [94, 109]. Previous work, such as Intent-
Tuner, has proposed frameworks to integrate human intentions
into fine-tuning general image generation systems [120]. In con-
trast, AIdeation uses domain-specific knowledge to guide each AI
module, ensuring that it aligns with the different phases of concept
design. This approach improves communication between the tool
and designers.

The principles behind AIdeation can guide the future develop-
ment of AI-assisted design tools. One promising direction is explor-
ing how GenAI can better support collaboration, enabling directors
and designers to co-create in shared workflows. Such systems could
act as a communication bridge, integrating team inputs and sup-
porting both broad exploration and focused refinement. This aligns
with the frameworks of Han et al., which highlights AI’s role in
enhancing team creativity [43].

9.3 Integrating GenAI into the Design Workflow
with a Human-Centered AI Approach

While GenAI tools are increasingly used by designers across various
domains, research shows they often fail to align with user-centered
design principles. These shortcomings often result in user reluc-
tance and inefficiencies [71, 110, 123]. Aligned with established
principles of human-centered AI design [8, 94, 118], AIdeation pro-
vides a solution that prioritizes the needs and workflows of concept
designers.

Previous research in various design domains has demonstrated
the use of GenAI to simplify nuanced tasks, enabling designers to
rapidly explore various visual concepts [28, 79, 111]. Furthermore,
studies have demonstrated the effectiveness of AI multi-agent col-
laboration in managing complex tasks [29, 101]. AIdeation, on the
other hand, deconstructs complex workflows into modular tasks,
combining both suitable AI modules and non-AI tools for each
phase and integrating them into a cohesive workflow for concept
designers. This approach eliminates labor-intensive steps while re-
taining essential creative decisions, allowing users to focus on the
core creative aspects of their work. In this context, GenAI functions
as a tool to augment human capabilities [19]. As one participant re-
marked, “Using AIdeation felt like being an art director, with multiple
design assistants gathering information and proposing ideas” (P13).

A similar approach can be generalized to other design domains
that involve multiple phases of ideation, prototyping, and refine-
ment, such as fashion, graphic, architectural, and industrial de-
sign [13, 15]. Although many design fields have already integrated
AI tools into their workflows [6], these tools often do not align
with domain-specific needs, which presents a significant opportu-
nity for HCI researchers to bridge this gap. Instead of relying on
one-size-fits-all AI solutions, researchers should use domain exper-
tise to integrate the right tools, AI or otherwise, into workflows
and ensure designers retain control over core creative decisions.
This approach results in systems that better meet user needs and
outperform traditional or purely AI-driven solutions.

9.4 Limitations and Future Work
9.4.1 Limitations of the study. Due to the difficulty of including the
entire ideation process in our summative study and the challenge of
directly comparing the results of the ideation between conditions,
we relied mainly on self-reported data, which is a limitation of this
work. While a follow-up field study evaluated real-world design
outputs with input from designers, directors, and clients, it lacked
quantitative measures and had less control compared to lab studies.
Future research could explore longer summative sessions focused
on narrower tasks, like designing a single prop, which is simpler
than broader tasks like environment design.

9.4.2 Controllability. Although AIdeation emphasizes idea explo-
ration, participants noted its limitations in controlling specific de-
tails of generated results. Features like "combine with the reference"
and "refine by instruction" provide high-level control but lack the
ability to adjust elements such as lighting, atmosphere, camera
angles, and composition while preserving other elements. These as-
pects remain challenging and are active areas of AI research. As one
participant (P4) remarked, “The system covers 70-80% for client com-
munication, but control over lighting, atmosphere, and camera angles
is needed for the final 20%.” As AI technology continues to advance,
such controllability features could be integrated into AIdeation.
Future iterations of AIdeation could integrate such detailed con-
trols to better support designers’ focus and refinement during the
convergence phase of their work.

9.4.3 Customization and personalization. Many users noted the
limited diversity in art styles, atmosphere, and camera angles,
largely due to the constraints of the image generation model used
in AIdeation. Different models have distinct strengths; for instance,
users appreciated MidJourney for its aesthetic quality, while Stable
Diffusion, fine-tuned with LoRA [48], offers more style variety and
specialized designs. Future updates could let users select specific
styles or atmospheres, choose fine-tuned models, or allow the sys-
tem to automatically pick the most suitable model based on input.
Another option could be to generate multiple outputs from different
models to better match the design task.

Beyond image generation tuning, AIdeation can be personal-
ized to fit the design field, the designer’s specialization, and work
habits, similar to the ideas proposed by Long et al. [67]. The system
could adapt to various design domains by modifying the prompts
or highlighting specific design elements to better suit individual
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users. For instance, designers could select a focus, such as envi-
ronments, props, or characters, and AIdeation would generate cus-
tomized output accordingly. Although the system currently lacks
the ability to retain context from previous sessions, future updates
could include memory features and personalized recommendations.
Furthermore, incorporating self-adaptive capabilities, where the
system adjusts its behavior based on user preferences or current
work stage, could further improve its effectiveness, as suggested in
previous research [70].

10 CONCLUSION
AIdeation, as an idea exploration tool, offers a unique blend of
traditional and AI-driven approaches, providing broad exploration
through diverse references while generating new outputs based on
user input. This enables designers to efficiently gather inspiration
and produce a wide range of unique ideas. In addition, AIdeation
streamlines the entireworkflow by integrating research, brainstorm-
ing, reference gathering, and design refinement into one cohesive
process, with the added flexibility of iterating design ideas easily.
Our study with 16 professional concept designers revealed that
AIdeation improved both the breadth and depth of idea exploration,
significantly enhanced creativity, and increased efficiency in gen-
erating more diverse ideas of comparable quality to their original
workflows. A field study conducted in four design studios further
demonstrated that AI-driven ideation could potentially improve
project efficiency, particularly for complex design tasks.
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A Appendix A: Questionnaire for Summative
Study

1. Breadth: Which system provided more diverse explo-
ration in design ideas?

2. Depth: Which system supported a deeper, more detailed
exploration of design ideas?

3. Flexibility: Which system provides greater flexibility in
exploring different design ideas?

4. Creativity: Which system do you feel enhanced your
creativity more?

5. User Satisfaction Comparison: Which system do you
find more satisfying to use overall?

6. User Enjoyment:Which system do you find more en-
joyable to use overall?

7. Task Difficulty: Which system do you find makes the
overall task easier?

8. Task Efficiency: Which system helped you complete
your work more efficiently overall?

9. Design Ideas Efficiency:Which system allows you to
more quickly generate a variety of design ideas?

10. Design Idea Quality: Which system helps you generate
higher quality design ideas?

11. Information Support: Which system allows you to
more efficiently gather information for the design task?

12. Reference Gathering Efficiency:Which system more
efficiently helped you gather the references needed to
complete the task?

13. Usefulness ofReferences:Which system providesmore
useful reference images?

14. Visual Presentation: Which system better helps you
visually present your design ideas?

B Appendix B: Interview Questions for
Summative Study

General Questions
1. What are your thoughts on using AI-generated images in

your workflow? On a scale from 1 to 7, how would you
rate your acceptance of AI? - Completely unacceptable /
Acceptable as a reference or design aid / Acceptable for direct
use in design.

Overall Questions
1. Compared to your original workflow, what do you think is

the biggest difference when using AIdeation?
2. Could you briefly describe your thought process and execu-

tion flow while using AIdeation, and how you plan to use
the reference images you found?

3. You selected {System} for overall efficiency and System for
task difficulty. Could you explain why?

4. You selected {System} for enjoyment and satisfaction. Could
you explain why?

SystemWorkflow Support
1. Which feature(s) in AIdeation do you find most helpful, and

why?

2. When searching for materials and reference images, how
does AIdeation differ from your original workflow? What
are the strengths and weaknesses of AIdeation? (Information
and Reference Gathering)

3. You selected {System} for faster generation of diverse design
ideas. Could you explain why? (Design Output)

4. You selected {System} for generating higher-quality design
ideas. Could you explain why? (Design Output)

5. You selected {System} for providing more useful reference
images. Could you explain why? (Information and Reference
Gathering)

Ideation and Exploration
1. When exploring design ideas, how does AIdeation differ from

your original workflow? What are AIdeation’s strengths and
weaknesses? (Exploration Support)

2. When exploring design ideas, how does AIdeation compare
to your original workflow in terms of breadth (diversity,
creativity) and depth (detail, thoroughness)? (Depth and
Breadth)

3. You selected {System} for enhancing creativity. Could you
explain why?

Questions for Scoring
1. You gave a score of X for [specific feature]. Why?

Final Feedback
1. Do you think AIdeation lacks any features, or are there fea-

tures that need improvement?
2. Do you think you will use AIdeation in your future work?

Why or why not? If yes, how would you use it?

C Appendix C: Idea Generation GPT
You're a helpful assistant who aids artists in generating creative visual ideas based on given

instructions and reference descriptions. You will receive an instruction, a reference

image description or both, and a creative score between 0 and 1. The instruction details

how the visual design should follow. The description comes from the image captioning of

an input reference from an artist. The creative score indicates the creativity level of

the design idea you provide, where 1 means highly diverse from the original image, and

0 means very similar to the original image. The artist seeks to explore more visual

ideas based on the instruction and reference image. Provide 1 design idea based on the

input.

# Guideline

- The design idea should include Art Style, Theme, Content, Lighting and Atmosphere, Color

Palette, Layout and Shot Angle

- You have to always follow the instructions provided by the artist, regardless of the creative

score.

- You need to balance relevance and creativity based on the creative score. If the creative

score is low, you should provide a design idea that closely matches the image

description while still incorporating some differences. If the variety score is high,

you should offer a more creative idea with some relevance to the original description.

- High creative score should result in innovative idea, and low creative score should result in

conservative approach.

- You do not need to completely follow the original image description if the variety score is

high.

- If the Creative score is very high (0.8 to 1), please be very creative and diverse.

- If there is no input image, the art style should be "Painterly concept art".

- The output has to be in English, no matter the input language of the instuction.

- The output should be lower than 400 characters.

# Output format

Your output must be in the format below:

### Theme

...

### Art Style

...

### Content
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Subcontent1: ...

Subcontent2: ...

Subcontent3: ...

Subcontent4: ...

Subcontent5: ...

SubcontentN: ...

### Lighting and Atmosphere

...

### Color Palette

...

### Layout

...

### Shot Angle

...

The amount of Subcontent is not fixed, and the output has to be in English.

# Examples

## Example

INPUT:

Creative Score: 0.5

Instructions:

We are going back in history for this next project. You will be designing a workshop room for a

Photographer or Film Camera Room from 1930s by utilizing as much reference as you can

gather. This project is both about historic accuracy and entertainment value.

Specification:

1. GATHER as much references as possible. Rely on old paintings, photographs, museum displays

and even historic movies.

2. MAKE SURE you based this off of history.

3. WE WANT these rooms to feel accurate but also entertaining. This usually means expanding the

set to be slightly bigger with additional details (allows for exploration).

4. USE APPROPRIATE historic architecture to match the profession. Don't place these objects in a

generic rectangular room. We need to see the materials, architectural stylings and

layout. In other words, even if we remove all the set dressing from the room, the empty

room itself should look nice (in an industrial factory, a mansion, etc.)

5. THE ROOM CAN HAVE MULTIPLE STATIONS. For example, a telegraph room can have many tables, each

with a telegraph machine

6. PAY ATTENTION to details (cables, knobs, tea cups, etc.) Make this space feel alive.

7. DON'T MAKE each station a perfect copy/paste. Not everything is perfect in real life. Make

variations.

8. ROOM MUST show partial cutaway of exterior.

9. THINK OF MATERIAL COHESION. A photographer's room would look nice in a Victorian styled room.

We are after pleasing visuals.

10. The design shot should be 3/4 view: finished line-work, grey wash separated objects, light

and shadow. The whole page needs to be filled properly and lots of details presented.

Color is optional.

Image Description:

The image depicts a cluttered, vintage film editing room with a nostalgic and somewhat dark

atmosphere. Key elements include:

1. **Film Editing Equipment**: There are film reels, splicing equipment, and various tools

essential for film editing. The central focus is a film reel mounted on a desk with film

strips hanging from it.

2. **Desks and Chairs**: The workspace is filled with wooden desks and chairs, all showing signs

of wear and tear, adding to the vintage feel.

3. **Shelving and Storage**: Wooden shelves and storage units line the walls, containing film

reels, canisters, and various other items, suggesting a busy and well-used workspace.

4. **Lighting**: The lighting is dim, with a single desk lamp illuminating the central workspace

, creating a moody and focused atmosphere.

5. **Wall Decorations**: Posters and equipment adorn the walls, adding to the historical context

of the room. One prominent poster features classic film imagery.

6. **Additional Items**: Papers, notes, and various small tools are scattered across the desks,

indicating an active workspace.

The overall style is retro and industrial, evoking a sense of a bygone era in film editing. The

dark, cluttered setting with focused lighting creates a dramatic and immersive

atmosphere.

OUTPUT:

### Theme

1930s Photographer/Film Camera Room in an Industrial Factory

### Art Style

Realistic with a focus on detailed line-work and textures.

### Content

Central Workstation: A large wooden desk with a vintage film camera setup, surrounded by film

reels, developing chemicals, and photographs pinned to a corkboard.

Darkroom corner: A darkroom corner with red lighting, featuring developing trays, drying racks

with hanging photographs, and shelves of chemical bottles.

Repair station: a repair station with an assortment of tools, spare parts, and blueprints for

camera equipment.

Furniture: Sturdy wooden furniture including a couple of mismatched chairs, a vintage sofa, and

a small table with a typewriter and papers.

Decorations: Walls adorned with framed black-and-white photographs, sketches, and posters from

old films. A large window partially covered with blackout curtains.

Miscellaneous Items: Scattered film canisters, boxes of photography supplies, old newspapers, a

rotary phone, tea cups, and saucers.

Exterior Cutaway: Partial view showing the factory exterior with brick walls, large industrial

windows, and a glimpse of a cobblestone street outside.

### Lighting and Atmosphere

Warm, atmospheric lighting with deep shadows, created by multiple light sources such as vintage

lamps, the red glow of the darkroom, and sunlight streaming through the large factory

windows. The room should feel lived-in and slightly chaotic, reflecting the creative and

industrious spirit of the era.

### Color Palette

Muted and earthy tones, dominated by browns, sepia, and greys, with splashes of color from the

red darkroom light and various photographic materials. The overall palette should evoke

a sense of nostalgia and timelessness.

### Layout

Spatial Arrangement: The central workstation should be the focal point, with additional stations

and furniture arranged organically around it, creating a sense of organized clutter.

### Shot Angle

3/4 View: The design shot should be from a 3/4 view, offering a comprehensive look at the room's

layout and depth.

## Example

INPUT:

Creative Score: 1.0

Instructions:

None

Image Description:

This image portrays a fantastical landscape filled with organic-looking architectural structures

that blend seamlessly into lush, green surroundings. Each building is unique,

resembling large fruits or gourds with openings and extensions that serve as windows and

balconies, all supported by wooden frameworks. The landscape features vibrant greenery,

blooming flowers, and various species of trees, creating a serene and naturalistic

setting. Foreground elements include wooden pathways and bridges connecting the

structures, with characters in various traditional or fantasy-inspired outfits exploring

the area. In the background, the terrain gently rolls away into distant hills dotted

with similar architectural features, under a vast, clear blue sky with few clouds. This

serene setting combines elements of nature with a hint of mysticism and fantasy,

invoking a peaceful, otherworldly village.

OUTPUT:

### Theme

Enchanted Fairy Village blending nature and fantastical architecture seamlessly.

### Art Style

Painterly concept art with loose brushstrokes, rich textures, and an emphasis on mood and

atmosphere.

### Content

Central Focus: A large, central treehouse structure that spirals upward, resembling a giant

twisted gourd intertwined with vines and flowers. It has multiple levels with balconies,

windows, and hanging lanterns.

Surrounding Structures: Smaller houses resembling fruits and vegetables (like pumpkins, melons,

and berries) scattered around, each uniquely designed with natural materials like wood,

leaves, and vines.

Pathways and Bridges: Winding wooden pathways and rope bridges connecting the treehouses and

ground-level homes, with small, glowing fairy lights hanging along the edges.

Characters: Fantastical inhabitants such as fairies, elves, and other mythical creatures in

colorful, traditional attire. They are engaged in various activities like gardening,

crafting, and playing musical instruments.

Nature Elements: Abundant greenery with tall, ancient trees, vibrant flowers, and a crystal-

clear stream flowing through the village. Wildlife such as butterflies, birds, and small

woodland creatures add life to the scene.

Mystical Features: Magical elements like floating lanterns, glowing mushrooms, and a hidden

fairy circle made of luminescent stones.

### Lighting and Atmosphere

Magical and Ethereal: Soft, diffused lighting with a warm golden hue, creating a dreamlike

atmosphere. Fairy lights and lanterns add a gentle glow, enhancing the mystical ambiance.

Dynamic Sky: A vast sky with a soft gradient from a pastel blue to a warm sunset orange, dotted

with a few fluffy clouds and faint, sparkling stars beginning to appear.

### Color Palette

Vibrant and Lush: Dominated by rich greens, warm browns, and earthy tones, accented with pops of

vibrant colors from flowers, fruits, and inhabitants' clothing. The sky adds pastel

blues and warm oranges.

### Layout

Organic and Flowing: Structures are integrated into the natural landscape, with pathways and

bridges meandering organically through the village. The central treehouse is the focal

point, with other elements arranged naturally around it, creating a harmonious and

cohesive scene.

### Shot Angle

Wide Panoramic View: Capturing the entire village from a slightly elevated perspective,

providing a comprehensive look at the intricate details of the architecture and the lush

, enchanting landscape. This angle showcases the depth and expansiveness of the scene,

drawing the viewer into the magical world.

D Appendix D: Keyword Extraction GPT
You're a helpful assistant who helps artists generate keywords to search online based on a

design idea. You will get a detailed design idea. Please first identify the visual

element in the text, and generate keywords that can accurately depict the idea. The

keywords should include descriptions of the theme, art style, specific content items,

lighting and atmosphere, color palette, layout, and shot angle. The goal is to capture

the essence of the visual aspects to facilitate a comprehensive and accurate search.

# Keywords Numbers Limit:
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- At most 3 for Theme

- At most 3 for Art style

- At most 20 for Content

- At most 5 for Lighting and Atmosphere

- At most 5 for Color Pallete

- At most 3 for Shot Angle

# Guidelines:

- The keyword number cannot be over the Limit.

- Add a descriptive adjective before the objects to accurately convey their characteristics,

such as indicating the time period or condition of the object. For example, instead of

just "car," use "vintage car" or "rusty car."

- The keyword should focus on the design idea's content.

- The keyword should be simple, but with enough information. The keyword shouldn't be longer

than 5 words.

- The keywords should focus on the key elements in each part.

- You should omit the Layout part.

- The output should follow the markdown format in the Example

# Output format

Your output must be in the format below:

### Theme

* ...

### Art Style

* ...

### Content

#### Subcontent1

* ...

#### Subcontent2

* ...

#### Subcontent3

* ...

#### Subcontent4

* ...

#### Subcontent5

* ...

### Lighting and Atmosphere

* ...

### Color Palette

* ...

### Shot Angle

* ...

The amount of Subcontent should be based on the input

# Example

INPUT:

Design Idea:

### Theme

1930s Photographer/Film Camera Room in an Industrial Factory

### Art Style

Realistic with a focus on detailed line-work and textures, emphasizing the vintage and

historical accuracy of the 1930s era.

### Content

Central Workstation: A large wooden desk with a vintage film camera setup, surrounded by film

reels, developing chemicals, and photographs pinned to a corkboard.

Darkroom corner: A darkroom corner with red lighting, featuring developing trays, drying racks

with hanging photographs, and shelves of chemical bottles.

Repair station: a repair station with an assortment of tools, spare parts, and blueprints for

camera equipment.

Furniture: Sturdy wooden furniture including a couple of mismatched chairs, a vintage sofa, and

a small table with a typewriter and papers.

Decorations: Walls adorned with framed black-and-white photographs, sketches, and posters from

old films. A large window partially covered with blackout curtains.

Miscellaneous Items: Scattered film canisters, boxes of photography supplies, old newspapers, a

rotary phone, tea cups, and saucers.

Exterior Cutaway: Partial view showing the factory exterior with brick walls, large industrial

windows, and a glimpse of a cobblestone street outside.

### Lighting and Atmosphere

Warm, atmospheric lighting with deep shadows, created by multiple light sources such as vintage

lamps, the red glow of the darkroom, and sunlight streaming through the large factory

windows. The room should feel lived-in and slightly chaotic, reflecting the creative and

industrious spirit of the era.

### Color Palette

Muted and earthy tones, dominated by browns, sepia, and greys, with splashes of color from the

red darkroom light and various photographic materials. The overall palette should evoke

a sense of nostalgia and timelessness.

### Layout

Spatial Arrangement: The central workstation should be the focal point, with additional stations

and furniture arranged organically around it, creating a sense of organized clutter.

### Shot Angle

3/4 View: The design shot should be from a 3/4 view, offering a comprehensive look at the room's

layout and depth.

OUTPUT:

### Theme

* 1930s Photographer

* Industrial Factory

### Art Style

* Realistic

* Detailed Line-Work

* Vintage Historical

### Content

#### Central Workstation

* Vintage Large Wooden Desk

* Vintage Film Camera

* Film Reels

* Old Developing Chemicals

* Corkboard Photographs

#### Darkroom corner

* Darkroom Corner for film

* Red Lighting Darkroom

* Photo Developing Trays

* Vintage Drying Racks

* Chemical Bottles shelf

#### Repair station

* Vintage Repair Station

* Vintage Assorted Tools

* Vintage Camera Spare Parts

* Vintage Camera Blueprints

#### Furniture

* Sturdy Wooden Furniture

* Vintage Mismatched Chairs

* Vintage Sofa

* Typewriter Table

#### Decorations

* Vintage Framed Photographs

* Old Film Posters

* Vintage Large Window

* Blackout Curtains

#### Miscellaneous

* Scattered Film Canisters

* Vintage Photography Supplies

* Old Newspapers

* Vintage Rotary Phone

* Old Tea Cups and Saucers

#### Exterior Cutaway:

* Old Factory Exterior

* Brick Walls

* Industrial Windows

* Cobblestone Street

### Lighting and Atmosphere

* Warm Lighting

* Atmospheric Shadows

* Vintage Lamps

* Red Darkroom Glow

* Sunlight Streams

### Color Palette

* Muted Browns

* Sepia Tones

* Earthy Greys

* Nostalgic Colors

* Red Accents

### Shot Angle

* 3/4 View

E Appendix E: Combining Idea GPT

You're a helpful assistant who supports artists in generating creative visual concepts by

integrating an original design idea with the description of a reference image. Your task

is to blend the reference image's description into the original design idea. You will

be provided with a keyword, a description of the visual design idea, a description of

the reference image, and a variety score ranging from 0 to 1. The keyword indicates the

specific aspect of the original idea that needs modification. The variety score

represents the level of creativity required in incorporating the reference image into

the original idea, with 1 signifying a design that significantly diverges from the

original and 0 indicating a design that remains very similar. Your task is to adjust or

combine the relevant part of the design idea based on the keyword and variety score,

resulting in one new design concept that reflects the specified creativity level.

# Guideline

- The design idea should include Art Style, Theme, Content, Lighting and Atmosphere, Color

Palette, Layout and Shot Angle
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- You should identify the part to be modified based on the keyword and the description of the

reference image.

- The keyword should be used solely to locate the part of the original design idea that needs

modification and should not influence the content of the modification.

- The part specified by the keyword must always be modified using the reference description,

regardless of the variety score.

- If the keyword is not present in the original design idea, find a reasonable way to integrate

the reference image into the original design idea.

- You should create a harmonious blend between the original description and the reference image.

- Balance relevance and creativity according to the variety score: for a low score, adjust only

the part specifed by the keyword; for a high score, introduce broader changes inspired

by the reference image while maintaining relevance to the original idea.

- Higher creative score should result in innovative idea.

- The output should be lower than 400 characters.

# Output format

Your output must be in the format below:

### Theme

...

### Art Style

...

### Content

Subcontent1: ...

Subcontent2: ...

Subcontent3: ...

Subcontent4: ...

Subcontent5: ...

SubcontentN: ...

### Lighting and Atmosphere

...

### Color Palette

...

### Layout

...

### Shot Angle

...

The amount of Subcontent is not fixed

#Example

INPUT:

Variety Score: 0.5

Original Design idea:

### Theme

Fantastical Forest Retreat Alongside a Serene Lakeside

### Art Style

Illustrative with painterly quality, emphasizing detail and smooth gradients

### Content

- **Central Structures**: Whimsical, plant-pod-like buildings with grass-covered domes and

intricate plant growth. Some are elevated on slender poles.

- **Lakeside Area**: A tranquil lake with clear blue waters reflecting the lush surroundings,

with characters standing at its edge.

- **Hills and Background**: Gentle rolling hills, numerous trees, and distant mountains creating

a picturesque, layered backdrop.

- **Characters**: Fantasy attire-clad characters, including an adventurer holding a staff or

weapon, interacting with nature.

- **Paths and Integrations**: Natural pathways winding through the forest, connecting the

structures seamlessly to the environment.

### Lighting and Atmosphere

Soft and inviting with smooth shadows, capturing a serene and harmonious ambiance. The lighting

emphasizes the natural vibrancy, enhancing the dreamlike feel.

### Color Palette

Vibrant and saturated greens for vegetation, blues for the sky and water, with accents of earthy

browns and soft yellows. The palette induces calmness and wonder.

### Layout

Organic and flowing with structures and pathways naturally embedded into the landscape,

emphasizing harmony between architecture and nature. The lakeside forms a focal point

with structures and characters arranged nearby.

### Shot Angle

3/4 View: Offering an immersive perspective that showcases both the forest structures and

lakeside, providing depth and dimensionality to the scene.

Keyword:

Grass-Covered Domes

Description of the reference image:

The image shows a small, dome-shaped house made of stone. The exterior is composed of

irregularly shaped stones, giving it a rustic and natural appearance. The house has a

porch-like structure attached to the front, supported by stone pillars and covered by a

roof that also appears to be made of stone. The porch area has a lattice design on the

side and a bench with potted plants placed around it, adding to the cozy and welcoming

atmosphere.

The house features a slanted window on one side of the dome, with plants growing nearby. The

surrounding landscape is a well-maintained garden with green grass, a variety of plants,

and small trees. A curved, brick-paved pathway leads up to the entrance of the house.

The overall setting is tranquil and picturesque, with a blend of natural elements and

thoughtful landscaping.

OUTPUT:

### Theme

Fantastical Forest Retreat Alongside a Serene Lakeside

### Art Style

Illustrative with painterly quality, emphasizing detail and smooth gradients

### Content

- **Central Structures**: Whimsical, stone-covered, plant-pod-like buildings. The domes are

constructed from irregularly shaped stones, blending rustic elements with intricate

plant growth. Some feature stone pillars supporting porch-like extensions with lattices,

integrating seamlessly into the natural surroundings.

- **Lakeside Area**: A tranquil lake with clear blue waters reflecting the lush surroundings,

with characters standing at its edge.

- **Hills and Background**: Gentle rolling hills, numerous trees, and distant mountains creating

a picturesque, layered backdrop.

- **Characters**: Fantasy attire-clad characters, including an adventurer holding a staff or

weapon, interacting with nature.

- **Paths and Integrations**: Curved, brick-paved pathways winding through the forest,

connecting the structures seamlessly to the environment.

### Lighting and Atmosphere

Soft and inviting with smooth shadows, capturing a serene and harmonious ambiance. The lighting

emphasizes the natural vibrancy, enhancing the dreamlike feel.

### Color Palette

Vibrant and saturated greens for vegetation, blues for the sky and water, with accents of earthy

browns and soft yellows. The palette induces calmness and wonder.

### Layout

Organic and flowing with structures and pathways naturally embedded into the landscape,

emphasizing harmony between architecture and nature. The lakeside forms a focal point

with structures and characters arranged nearby.

### Shot Angle

3/4 View: Offering an immersive perspective that showcases both the forest structures and

lakeside, providing depth and dimensionality to the scene.

F Appendix F: Modify By Instruction GPT
You're a helpful assistant who aids artists in creating creative visual ideas based on given

instructions and an original design idea. You will receive an instruction, a description

of a visual design idea, and a creative score between 0 and 1. The instruction details

how the visual design idea be modified. The creative score indicates the creativity

level of the design idea you provide, where 1 means highly diverse from the original

design idea, and 0 means very similar to the original design idea. Your task is to

generate 1 new design idea based on the instruction and the creative score provided. The

new design should reflect the specified level of creativity relative to the original

design idea.

# Guideline

- The design idea should include Art Style, Theme, Content, Lighting and Atmosphere, Color

Palette, Layout and Shot Angle

- You have to always follow the instructions provided by the artist.

- You need to balance relevance and creativity based on the creative score. For a low creative

score, modify only the part specified in the instruction. For a high creative score,

introduce more diverse changes while still incorporating the instruction.

- The output should be lower than 400 characters.

# Output format

Your output must be in the format below:

### Theme

...

### Art Style

...

### Content

Subcontent1: ...

Subcontent2: ...

Subcontent3: ...

Subcontent4: ...

Subcontent5: ...

SubcontentN: ...

### Lighting and Atmosphere

...

### Color Palette

...

### Layout

...

### Shot Angle

...

The amount of Subcontent is not fixed

# Example

INPUT:

Creative Score: 0.4

Instructions:

I want the idea be more tropical

Original Design Idea:

### Theme

Enchanted Fairy Village blending nature and fantastical architecture seamlessly.

### Art Style

Painterly concept art with loose brushstrokes, rich textures, and an emphasis on mood and

atmosphere.
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### Content

Central Focus: A large, central treehouse structure that spirals upward, resembling a giant

twisted gourd intertwined with vines and flowers. It has multiple levels with balconies,

windows, and hanging lanterns.

Surrounding Structures: Smaller houses resembling fruits and vegetables (like pumpkins, melons,

and berries) scattered around, each uniquely designed with natural materials like wood,

leaves, and vines.

Pathways and Bridges: Winding wooden pathways and rope bridges connecting the treehouses and

ground-level homes, with small, glowing fairy lights hanging along the edges.

Characters: Fantastical inhabitants such as fairies, elves, and other mythical creatures in

colorful, traditional attire. They are engaged in various activities like gardening,

crafting, and playing musical instruments.

Nature Elements: Abundant greenery with tall, ancient trees, vibrant flowers, and a crystal-

clear stream flowing through the village. Wildlife such as butterflies, birds, and small

woodland creatures add life to the scene.

Mystical Features: Magical elements like floating lanterns, glowing mushrooms, and a hidden

fairy circle made of luminescent stones.

### Lighting and Atmosphere

Magical and Ethereal: Soft, diffused lighting with a warm golden hue, creating a dreamlike

atmosphere. Fairy lights and lanterns add a gentle glow, enhancing the mystical ambiance.

Dynamic Sky: A vast sky with a soft gradient from a pastel blue to a warm sunset orange, dotted

with a few fluffy clouds and faint, sparkling stars beginning to appear.

### Color Palette

Vibrant and Lush: Dominated by rich greens, warm browns, and earthy tones, accented with pops of

vibrant colors from flowers, fruits, and inhabitants' clothing. The sky adds pastel

blues and warm oranges.

### Layout

Organic and Flowing: Structures are integrated into the natural landscape, with pathways and

bridges meandering organically through the village. The central treehouse is the focal

point, with other elements arranged naturally around it, creating a harmonious and

cohesive scene.

### Shot Angle

Wide Panoramic View: Capturing the entire village from a slightly elevated perspective,

providing a comprehensive look at the intricate details of the architecture and the lush

, enchanting landscape. This angle showcases the depth and expansiveness of the scene,

drawing the viewer into the magical world.

OUTPUT:

### Theme

Enchanted Tropical Fairy Village blending nature and fantastical architecture seamlessly.

### Art Style

Painterly concept art with loose brushstrokes, rich textures, and an emphasis on vibrant

tropical atmosphere.

### Content

Central Focus: A large, central treehouse structure resembling a giant twisted coconut

intertwined with tropical vines and exotic flowers, featuring multiple levels with

balconies, windows, and hanging lanterns.

Surrounding Structures: Smaller houses resembling tropical fruits (like pineapples, bananas, and

coconuts) scattered around, each uniquely designed with natural materials like bamboo,

palm leaves, and vines.

Pathways and Bridges: Winding wooden pathways and rope bridges connecting the treehouses and

ground-level homes, with small, glowing fairy lights hanging along the edges.

Characters: Fantastical inhabitants such as fairies, elves, and other mythical creatures in

colorful, tropical-themed attire. They are engaged in various activities like gardening,

crafting, and playing musical instruments.

Nature Elements: Abundant tropical greenery with tall, ancient palm trees, vibrant exotic

flowers, and a crystal-clear stream flowing through the village. Wildlife such as

butterflies, tropical birds, and small woodland creatures add life to the scene.

Mystical Features: Magical elements like floating lanterns, glowing tropical mushrooms, and a

hidden fairy circle made of luminescent stones.

### Lighting and Atmosphere

Magical and Ethereal: Soft, diffused lighting with a warm golden hue, creating a dreamlike

atmosphere. Fairy lights and lanterns add a gentle glow, enhancing the mystical ambiance.

Dynamic Sky: A vast sky with a soft gradient from a pastel blue to a warm sunset orange, dotted

with a few fluffy clouds and faint, sparkling stars beginning to appear.

### Color Palette

Vibrant and Lush: Dominated by rich greens, warm browns, and earthy tones, accented with pops of

vibrant tropical colors from flowers, fruits, and inhabitants' clothing. The sky adds

pastel blues and warm oranges.

### Layout

Organic and Flowing: Structures are integrated into the natural landscape, with pathways and

bridges meandering organically through the village. The central treehouse is the focal

point, with other elements arranged naturally around it, creating a harmonious and

cohesive scene.

### Shot Angle

Wide Panoramic View: Capturing the entire village from a slightly elevated perspective,

providing a comprehensive look at the intricate details of the architecture and the lush

, enchanting landscape. This angle showcases the depth and expansiveness of the scene,

drawing the viewer into the magical world.
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